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Foreword

Dear friends and members of the Helmholtz Institute Jena,

Time is running fast! Fifteen years ago, the Helmholtz Institute Jena (HI-Jena) was founded
as an institute of GSI Darmstadt on the campus of the Friedrich Schiller University Jena, with
the University and the Helmholtz centers DESY and HZDR as additional partners. It combines
established scientific expertise of the university and the other partners with the strategic mis-
sion of GSI. The Institute’s mission is excellence in fundamental and applied research based on
high-power lasers, particle accelerators, and x-ray science. In the pursuit of this, it addresses the
coupling of intense light with matter, and conducts various research and development efforts of
advanced instrumentation for dedicated experiments at the flagship facilities for extreme matter
research, the EU-XFEL in Hamburg and the international FAIR project in Darmstadt.

Being hosted at the campus of the Friedrich Schiller University, the close contact of HI-Jena
with the research groups from the university helped establish the high-power laser systems PO-
LARIS and JETi200 and also specialized detector, x-ray and cryo-laboratories, bolstering the
Institute’s active involvement in the strategic missions of GSI. During the reporting period, par-
ticular emphasis was given to the FAIR phase-0 activities at GSI, experiments related to vacuum
birefringence at European XFEL as well as to experiments at the laser facilities at HI-Jena’s own
high-power laser facilities.

Key to the success of the Institute are the young researchers, postdocs and PhD students, who
are actively engaged in research and the close cooperation with our partners, in particular the
colleagues from the University of Jena. In this context, it should be emphasized that for the
accomplishments in research the young scientists were again honored with prizes and awards.
In November 2023, HI-Jena scientist Dr. Jan Rothhardt received the Beutenberg-Campus Jena
e. V. science prize together with a team from the University of Jena, Fraunhofer IOF and the
Leibniz Institute for Natural Product Research and Infection Biology – Hans Knöll Institute
(HKI). The researchers have developed a novel microscopymethod that provides insights into the
nanoworld of microorganisms in the extreme ultraviolet light spectrum. Furthermore, two PhD
candidates from Helmholtz Institute Jena, Wilhelm Eschen and Chang Liu, were awarded the
2023 Siegfried Czapski Publication Prize for outstanding publications within the Jena Alliance
of Graduate Schools. The two doctoral students received the prize for their publication in the
journal PhotoniX on visualizing the ultra-structure of microorganisms using table-top extreme
ultraviolet imaging. Moreover, Prof. Dr. Thomas Stöhlker received an ERC Advanced Grant
from the European Research Council (ERC). His project HITHOR (Highly Ionized Trapped 229-
Thorium: A New Paradigm Towards a Nuclear Clock) has been awarded the European Union’s
research funding prize for established scientists. HITHOR experiments will be performed at
GSI’s ion storage ring and trapping facilities (ESR and HITRAP) where highly ionized 229-
thorium can be synthesized, decelerated, trapped and cooled and precisely studied. This project
profits considerably from the ongoing developments at the Institute related to high-power UV
lasers.

Education and promotion of the next generation of young scientists is a particular focus of activi-
ties of the Institute. The Research School of Advanced Photon Science of the Helmholtz Institute
Jena, closely cooperating with the Helmholtz Graduate School for Hadron and Ion Research, is a
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well-established institution that provides next-generation scientists with supervision, education,
and support during their doctoral phase. The number of participants remains stable at between
50 and 60, with half the students directly financially supported by the Helmholtz Institute Jena
and the other half third-party funded. The Research School exhibits a pronounced international
visibility, with about 60 % PhD candidates from abroad.

The promotion of excellent young scientists at the Institute also includes the establishment and
support of young investigator groups. Currently three young investigator groups are active at the
Institute. In 2023, Dr. Peter Micke started his Helmholtz Young Investigator Group on “Quan-
tum logic spectroscopy for frequency metrology of heavy and simple ions”. In 2024, he was
appointed junior professor for “Laser spectroscopy in ion traps” at the University of Jena.

The Institute is increasing its outreach activities to high school students to promote science and
the work as a researcher as future profession. In 2023, the Institute joined as a new site partner
the BMBF funded “Netzwerk Teilchenwelt” which organized, from November 6th to 12th, the
“Week of the Particle World” throughout Germany. The Helmholtz Institute Jena took part as a
new site partner of the network with a public hybrid lecture on nuclear astrophysics and a small
exhibition in the foyer of the new institute building.

As already reported in the last annual reports, the Helmholtz Institute is facing challenges with
regard to its running budget due to inflation and the general rise in costs. The acquisition of
third-party funding is therefore of crucial importance and receives special attention. As such,
the HI-Jena co-creation project “Innovation partnership for highly volatile EUV beam sources
for applications in metrology and imaging (InnoEUV)” was successfully acquired with a funding
of 915,000 EUR as part of the Helmholtz Association’s IVF. Within this project, the Institute is
investigating a new approach in generating coherent laser-like EUV radiation at a wavelength
of 13.5 nm with revolutionary characteristics in co-creative collaboration with Active Fiber Sys-
tems GmbH and potential end users. Moreover, in a new cooperation between the Helmholtz
Institute Jena and the Friedrich Schiller University Jena, a research group is investigating novel
imaging methods in the short-wave XUV spectral range. The project will initially run for three
years and is being funded by the Free State of Thuringia and the European Social Fund Plus
of the European Union with a total of around 900,000 EUR, split equally between the partners.
Also, the Free State of Thuringia is supporting the research infrastructure in the new research
building of the Helmholtz Institute Jena with a series of projects co-funded by the European
Union as part of the European Regional Development Fund (ERDF), promoting novel research
infrastructure for high-power laser systems of the future. There, the University of Jena and the
Helmholtz Institute Jena jointly endeavor to achieve new peak power levels and intensities at the
POLARIS andJETi200 laser systems (2023 FGI 0023 “Infrastructure to increase the peak inten-
sity of the high-power laser systems at HI Jena”). At the same time, the pulses can be flexibly
shaped using a new type of AI-compatible control system (2023 FGI 0022 “Artificial intelligence
for high-power lasers at the Helmholtz Institute Jena” and 2022 FGI 0005 “Laser beam shaping
unit for the Helmholtz Institute Jena”) and synchronized at a femtosecond level (2022 FGI 0008
“Femtosecond synchronization of high-power lasers”). This will open up completely new ex-
perimental possibilities for the Institute and further expand research into laser-based particle and
secondary radiation sources at a world-class level.

This annual report presents the scientific activities and successes of 2023. Enjoy reading.
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Public Outreach and Early Career Support for Young Scientists

R. Märtin∗1, C. Hahn1, and G. Weber1

1HI Jena, Fröbelstieg 3, 07743 Jena, Germany

One of the main missions of the Helmholtz Insti-
tute Jena is the recruitment, education, and support
of early career scientists. Efforts already start on the
high school level to counteract the shortage of quali-
fied employees in the natural sciences. Moreover, the
strengthening of science communication to politics and
the general public is one possibility to facilitate technol-
ogy transfer and to bring research results into applica-
tion

The promotion of young researchers during their doctor-
ate is organized through the already well-established Re-
search School of Advanced Photon Science (RS-APS). The
outreach program at the institute will be further expanded,
amongst others, by joining the national BMBF initiative
“Netzwerk Teilchenwelt” in 2023.

Figure 1: Group picture of Lecture Week participants.

During this reporting year 63 PhD students participated
in the program of the research school of the Helmholtz In-
stitute Jena. With more than 60% of foreign origin and 16%
female students, the number of graduates per year partici-
pating in RS-APS reached its highest level to date with 12
successfully completed doctorates.

At the end of February 2023, the Research School of
Advanced Photon Science hosted already its 10th edition
of its “Joint RS-APS & HGS-HIRe Lecture Week”. With
this the Research School is not only celebrating its “Lecture
Week anniversary” but also returned for the first in-person
event after the Corona pandemic. The event took place at
the University of Jena and 17 students got to know the four
different research areas of the APPA collaboration at FAIR.

Several students of RS-APS also achieved further aca-
demic successes. Two PhD candidates, Wilhelm Eschen

∗r.märtin@hi-jena.gsi.de

and Chang Liu, were awarded with the Siegfried Czap-
ski Publication Prize for their outstanding publication in
the journal PhotoniX. Robert Klas has received the “Hugo
Geiger Award for Young Scientists” granted by the Free
State of Bavaria and the Fraunhofer-Gesellschaft. More-
over, during the reporting year two members of the re-
search school received poster prizes at international con-
ferences, with Philip Pfäfflein being awarded a prize for his
poster contribution at the International Conference on Pho-
tonic, Electronic and Atomic Collisions (ICPEAC 2023),
and Marc Oliver Herdrich at the International Conference
on Precision Physics and Fundamental Physical Constants
(FFK 2023).

Targeting the outreach to the public and students on the
high school level, the Helmholtz Institute Jena supported
the MINT Festival 2023 in Jena, which aims to get students
of all ages excited about mathematics, computer science,
natural sciences, and technology. Scientists from HI Jena
presented the work as a physicist with an exhibition booth
at the speed dating session with high school students.

In 2023, scientists from HI Jena also tutored students
who were interested in getting an active inside view into
the research at the HI Jena, working for two weeks on a
dedicated physics project in the context of a high-school
student internship. Additionally senior scientists at the in-
stitute supported and supervised seminar theses which are
mandatory for students on the senior high school level in
Thuringia.

Since October 2023 HI Jena is an official site partner of
the BMBF-funded collaboration “Netzwerk Teilchenwelt”.
The institute launched its new membership with the partic-
ipation in the “Woche der Teilchenwelt” which took place
from November 6th to 12th throughout Germany. The
Helmholtz Institute took part with a public hybrid lecture
on nuclear astrophysics and a small exhibition in the foyer
of the new institute building. In addition to information
about the Helmholtz Institute itself and the collaboration
network “Teilchenwelt”, visitors were able to gain a small
insight into the physics of X-rays and radioactive radia-
tion using a mechanical X-ray scattering model and a cloud
chamber.
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Outreach via Stratosphere

V. Tympel∗1,2 and I. Kadner3

1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2GSI, Planckstraße 1, Darmstadt; 3NaWi School Verein Naturwis-

senschaftliche Bildung e.V., Feldstr. 12b, 16341 Panketal

The flight of a stratospheric balloon is an exciting
undertaking and suitable to arouse an interest in the
STEM (science, technology, engineering, and math-
ematics) subjects among high school students. The
Regener-Pfotzer maximum (extremum of secondary
cosmic rays) at an altitude of about 20 km is a worth-
while target that can be easily measured with Geiger-
Müller counters (GMCs).

In cooperation with the NaWi School, a student sol-
dering kit (Fig. 1 (left)) for an airworthy Geiger-Müller
counter (GMC) was developed. The GMC is based on an
Arduino Nano and implements a regulated and student-safe
400 V power supply for the counter tube, pulse counting
and data communication incl. daisy chaining. The com-
munication takes place according to the XDATA protocol
for meteorological measuring instruments, such as ozone
probes. The data is then taken over by an original or a
reprogrammed weather radiosonde and sent to the ground
together with GPS positions. The U.S. National Oceanic
and Atmospheric Administration (NOAA) has assigned the
GCM its own identifier, so that decoding programs for ra-
diosondes such as RS41Tracker (Fig. 2) can display the
measured values live via a beamer.

A test of the soldering kit was carried out in 2021 by a
student at the Max-Steenbeck Gymnasium in Cottbus. 13
steps with soldering and measuring tasks are necessary to
complete the GMC (Fig. 1 (right)). The seminar work of
Zuzanna Pacholska was successful and she received a Dr.
Hans Riegel award for physics at the University of Potsdam
in 2022.

A full system test was carried out at the AstroCamp of
DESY and NaWi School in August 2023 at Werbellinsee
north of Berlin. 20 selected high school students prepared
and carried out a complex balloon mission under guidance.
The radio connection was made in the 70-cm amateur ra-
dio band with the support of the German Amateur Radio
Club local chapter Jena (DARC X-22). Thanks to the ra-
dio connection, the students were able to collect important
data during the flight. As expected, the Regener-Pfotzer
maximum could be detected at an altitude of about 20 km
(Fig. 3).

With the increase in solar activity, a reduction in the am-
plitude of the Regener-Pfotzer maximum is expected for
2024 [1]. For the Day of Physics and Astronomy at the
University of Jena, a balloon launch with several GMCs is
planned. For the first time, all 6 possible instrument slots
will be used in one mission.

∗v.tympel@hi-jena.gsi.de

Figure 1: Soldering kit (left) and finished GMC (right).

Figure 2: Decoding software RS41Tracker with measure-
ment data, telemetry and trajectory on the map.

Figure 3: Regener-Pfotzer maximum measured at Astro-
Camp mission in August 2023.
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Description of optical design software LaserCAD
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Despite the fact that a number of high quality ge-
ometric ray-tracing software tools are commercially
available and sometimes even free of charge, all of
them are missing the requirement to combine the de-
termination of accurate beam parameters, being script-
able to include optical models in optimization rou-
tines, and connecting optical components with their me-
chanical mounts. Therefore we decided to develop an
open-source, parametric software tool designed for op-
tics simulation and visualization. Developed based on
the Python programming language, LaserCAD enables
users to perform optical tracing and model the out-
comes using FreeCAD, an open source 3D computer
aided design software.

The hierarchic object-oriented programming of Laser-
CAD makes it possible to model complex optical setups
with parametric dependencies. The Python objects allow
an easy to handle grouping, positioning and orientation of
optical components as well as any combinations of them.
Figure 1 show as an example a 3D model of a optical
grating stretcher modeled with LaserCAD and rendered by
FreeCAD.

Figure 1: A 3D model of an optical stretcher designed with
LaserCAD and rendered with FreeCAD.

The software so far includes:

• ABCD matrix formalism for paraxial analysis of su-
perstructures including astigmatic optics

• Eigenmode calculation of optical resonators

• Beam propagation based on Gaussian optics

• Diffraction from gratings and refraction

• Calculation of the spectral phase for ultrashort laser
pulse analysis

∗clemens.anschuetz@uni-jena.de

• Optimization of imaging

• Indication of beam positioning on opto-mechanics to
avoid collisions and beam clippings

By incorporating fundamental principles such as the law
of reflection, Snell’s law, and the ABCD-matrices , Laser-
CAD offers a versatile platform that supports various mu-
table optical elements, including lenses, mirrors, gratings,
and adjustable light sources such as ray groups with diverse
distributions and Gaussian beams. The inclusion of periph-
eral fixation for optical elements in LaserCAD enhances
the realism of the 3D modeling and brings it closer to the
intricacies of a laboratory setup. Conflicts in the settings
can be found easily and therefore be avoided before labo-
ratory implementation.

The ray tracing output was benchmarked against a cou-
ple of well established optics design tools like COMSOL
[1], FRED citefred, and Mathematica with Optica package
[3].

Figure 2: Ray tracing comparison of an square beam hit-
ting a spherical mirror in LaserCAD (left) and COMSOL
(right).

One of these test scenarios is depicted in Fig. 2. Both
approaches result in equivalent ray paths, but LaserCAD
provides a realistic view of the model through incorpora-
tion of commercially available opto-mechanics. The whole
setup was programmed with only 15 lines of python code.

In future versions it is intended also to implement com-
putation of spatial-temporal couplings of ultrashort laser
pulses. An output in form of Kostenbauder[4] matrices was
already tested.
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Design of a stretcher-compressor-pair for a 2400 nm CPA system
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Terawatt lasers with a center wavelength of 2400 nm
were identified as promising tools for various topics in
high intensity laser research. The goal of this project
is to develop such a system with the benefit of an all
diode pumped classical CPA architecture where an ac-
tive medium reaching gain saturation provides pulses
less influenced by the high power pump as it would be
the case for an optical parametric CPA.

Many effects invoked by the interaction of strong laser
fields with matter would benefit from longer wavelengths
[1, 2]. The normalized vector potential a0 reads as

a0 = 8.55× 10−10
√
I[W/cm2] · λ[µm] (1)

for a plane wave with intensity I and wavelength λ and
therefore strongly increases with increasing λ. Moreover,
with longer wavelengths multi-photon interactions become
less important and the role of the field strength increases.

A very promising candidate for the amplification of
ultra-short pulses in the mid infrared are Cr2+ doped
chalcogenides like zinc selenide (ZnSe) and zinc sulfide
(ZnS). They offer absorption and emission band widths of
several hundred nanometers and peak emission cross sec-
tions of more than 10−18 cm2 around 2400 nm wavelength,
which is three times longer than the common Ti:sapphire
wavelength. In combination with good thermal conductiv-
ity, very weak excited state absorption, and available pump
sources it is an auspicious laser material [3].

Aiming at the development of a terawatt ultra-short pulse
laser based on Cr:ZnSe/S it is planed to stretch 60 fs pulses
from a seed laser and to amplify them with two stages af-
terwards to an energy of 100mJ.

Up to now the commissioning of the ultra short pulse
seed laser has been completed as well as the design, sim-
ulation, construction and characterization of the stretcher
and compressor module. For the system design our novel
LaserCAD tool was used from which a 3D sketch of the
stretcher is displayed in [5]. To keep the construction and
maintenance of the first prototype flexible and quick, we
decided to use only standard components. The stretcher
design follows the offner telescope while the compressor
module, which setup is depicted in figure 1 consists of
four gratings. After successful implementation the whole
setup was characterised and results are reported in [4]. The
pulses could be transformed from 60 fs from the seed laser
back to 92 fs after the compressor with about 26% power
conservation. The auto correlation intensity curve after the
compressor is shown in figure 2. The overall group delay

∗clemens.anschuetz@uni-jena.de

Figure 1: A camera picture of the 4 grating compressor and
its and 3D model designed with LaserCAD. The gratings
are labeld in the order they get hit by the beam.
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Figure 2: Auto correlation intensity trace of the recom-
pressed pulse. The FWHM of the trace is about 139 fs
which corresponds to a pulse with of 92 fs.

dispersion was simulated to be 3.4 · 106 fs2, which leads to
a predicted stretching factor of about 3500.

After completion of the stretcher and compressor we will
setup and implement the two amplifier stages. As pump
source a home made, cryogenically cooled, diode pumped
Tm:YAG laser delivering 300mJ pulses at 1883 nm will be
used. For further improvement of the dispersion manage-
ment mirrors and gratings with larger aperture and higher
damage thresholds will be used.
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Update on the Active Stretcher System for the POLARIS Upgrade
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We present an update on the active pulse stretcher
used in the POLARIS laser system. The angle of inci-
dence on the grating has been changed from 60.7◦ to 54◦

to match the new pulse compressor. In test operation,
pulses were successfully amplified to a pulse energy of
0.3mJ and stretched to a pulse duration of 1.3 ns. With
a test compressor set up, these pulses were compressed
to a full-width-at-half-maximum (FWHM) duration be-
low 120 fs.

For the experiments in the new joint target area Fraun-
hofer, the POLARIS laser system will receive a new
compressor system, including a monolithic optical grating,
a larger vacuum chamber and new beamlines. Since the
angle of incidence of this new compressor will be 54◦

instead of 60.7◦ for the old one, the new active stretcher
system had to be tested for this angle as well [1]. As
the new compressor will be installed in the near future,
a smaller test compressor was set up. The current status
of the compressor laboratory is described in another part
of this annual report. Due to its smaller size, the test
compressor can recompress pulses from 1.3 ns instead of
the 3 ns of the large compressor. To test the performance
of the active stretcher, it was seeded with laser pulses
having a duration of 0.5 ps and containing a pulse energy
of 70 µJ generated by the front end of the POLARIS laser
system. During 15 round trips, these pulses were stretched
to 1 ns and amplified to 300 µJ in the active stretcher. Af-
terwards, the pulses were directed to the test compressor,
passing through a DAZZLER HR45-1030 [2] to correct
the phase aberrations of the pulses. For this purpose, the
compressed pulses were characterized using an IR-Spider
[3]. The phase measured by the Spider was used to apply
a polynomial phase correction to the DAZZLER. For fine
correction, the phase was measured with a WIZZLER and
corrected with a WIZZLER-DAZZLER loop [2]. So far,
the spectral bandwidth of the laser pulses has been 17 nm,
which limits the minimum achievable pulse duration.
Since the seed pulses provided by the front-end have a
larger bandwidth of 30 nm due to the use of an XPW
process [4], it is necessary to broaden the bandwidth of
the amplified pulses by shaping the gain profile of the
amplifier part of the active stretcher by using tunable
spectral filters [5], which will be done in the next step.
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Figure 1: Photography of the current setup of the active
stretcher

Figure 2: Pulse duration measurement of a 116 fs (FWHM)
laser pulse. The laser pulse had a spectral bandwidth of
17 nm (FWHM).
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POLARIS Pulse Compressor and Beam Transport Upgrade

M. Hornung∗1,2, M. Ostermann2, M. Hellwing2, F. Schorcht2, and M. C. Kaluza1,2

1Institut für Optik und Quantenelektronik, Friedrich-Schiller-Universität Jena, Germany; 2Helmholtz Institute Jena,
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We report on the upgrade of the POLARIS pulse
compressor and the beam transport towards the target
areas.

In Figure 1 the schematic layout of the pulse compres-
sor upgrade including parts of the beamline to the different
target areas is shown. The details of the new optical con-
figuration for the compressor have already been described
in [1].

The gratings of the pulse compressor will be located in
two different chamber (chamber 1 and 2) which are con-
nected with a tube to enable up to 6 m of separation length.
The roof-top mirror required for 2-pass compression with
only two gratings will be placed in chamber 1 together
with the in- and outcoupling optics. Chamber 1 is cur-
rently in production by Streicher, spol. S r.o. Plzeň in the
Czech repub-lic. The delivery and installation is expected
in Q3/2024. Chamber 2 is an existing chamber which will
be reused for the new compression setup. After compres-
sion the laser pulse is deflected in turning chamber 3 and
sent to the switchyard chamber 4. Chamber 3 was man-
ufactured by PINK GmbH Vakuumtechnik, Germany. In
the switchyard chamber the pulse can either be sent to the
existing POLARIS target area below the compressor lab
ortowards the new Target Area Fraunhofer (TAF).

The switchyard chamber which was formerly used a the
main compression chamber will be modified to fit to the
newly developed beam transport system. For this purpose
three DN500 and one DN400 flanges are attached to the
chamber.

∗Marco.Hornung@uni-jena.de

Figure 1: Layout of the POLARIS pulse compressor with switchyard and beam transport to the different target areas. 1: 
pulse compression chamber, 2: grating chamber for pulse compressor, 3: 90° turning chamber, 4: switchyard chamber, 5: 
periscope chamber and 6: turning chamber.

Since the beam height in the new target area is clearly
above the compression beam height an additional in-
vacuum periscope is required to lift the POLARIS beam
height from 0.8 m to 1.56 m above ground. The periscope
will be installed in chamber 5 which is currently still in its
design phase. Chamber 6, a 90◦ turning chamber, is re-
quired to send the compressed laser pulses in the direction
of the new target area. This chamber was manufactured by
Pfeiffer Vacuum, Components and Solutions GmbH, Ger-
many.

This chamber has to be mounted more than 5 m above
ground and a stable frame with optimized and reduced vi-
bration charac-teristics has to be developed. An illustration
of this frame is depicted in Figure 1 in orange.

Special emphasis was given to the overall stability of
the optical mountings in the vacuum chambers. All bread-
boards were optimized and improved to enable highest sta-
bility with respect to mechanical vibrations. For example,
the breadboards of the chamber 2,3 and 4 will be supported
be massive granite blocks instead of expansive metal con-
structions.

For example, the breadboards of the chambers 2,3 and
4 will be supported be massive granite blocks instead of
metal constructions. Currently, the old POLARIS compres-
sion lab (size 60 m²) is cleared from the technical instal-
lations and wall breakthroughs are inserted for the beam
transport. Further-more, the floor will be prepared for the
new installations.

References

[1] M. Hornung, HI Jena annual report, p. 16 (2022).

18



Beam Transport from POLARIS and JETi200 to the new Target Area
Fraunhofer (TAF)
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We describe the schematic layout of a beam trans-
port system at HI Jena. This beam transport system
will deliver pulses from JETi200, JETiONE and PO-
LARIS from their individual labs to the Target Area
Fraunhofer.

For the future laser plasma experiments in TAF it will
be essential to bring all laser pulses in the target chamber
together. The purpose of this project is to develop an ultra-
stable beam transport and modification system which pro-
vides unique features for future experiments. An overview
of the planned vacuum system is shown in figure 1. The
JETi200 and JETiONE laser pulses, starting at (1), are send
through DN320 ISO-K vacuum tubes and turning chambers
to the wedding chamber (3).

Figure 1: Simplified layout of the vacuum system for laser
beam modification and transport at HI Jena. (1) JETi200
and JETiONE laser system. (2) POLARIS laser system.
(3) wedding chamber. (4) beam shaping chamber (5) target
chamber.

The POLARIS laser pulses (2) are propagating through
DN500 ISO-K vacuum tubes through a periscope and a
turning chamber also towards the wedding chamber. Con-
tinuing from the wedding chamber all three pulses are
propagating parallel into the beam shaping chamber (4).
The beam shaping chamber provides a variety of possibili-
ties to modify and optimize the laser pulses before they are
sent to the target chamber (5). Finally, in the target cham-
ber which was described before in [1], the high-intensity
experiments are carried out.

In Figure 2 a sectional view of the wedding chamber is
displayed. The wedding chamber is currently in production
at Pfeiffer Vacuum Components & Solutions GmbH, Ger-
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many and its delivery is expected in Q3/2024. The bread-
board with a thickness of 100 mm is mounted with 140 mm
diameter thick connection feet onto a 220 mm thick granite
block. The granite block will be bolted and glued onto the
concrete floor for maximum stability.

Figure 2: Sectional view of the wedding chamber. 1: vac-
uum chamber (1.0 m x 1.0 m x 1.4 m). 2: granite base
(0.9 m x 1.0 m x 0.2 m). 3: breadboard. 4: connecting foot.

The beam shaping chamber ((4) in Fig.1) is currently in
its final construction phase. With a size of 6.0 m x 1.6 m x
2.2 m this chamber will provide plenty of space for differ-
ent beam modifications. A plasma mirror as well as a pulse
shortening unit are envisioned to be installed. Furthermore,
the polarisation of each laser pulse can be rotated and long
focal length off-axis parabolas can be installed to enable
experiments with long focal lengths of up to 15 m. Special
attention to the stability is paid with a simulated and opti-
mized shear wall construction for the ultra-stable mounting
of two breadboards in different heights of 1.0 m and 2.15 m
above ground.
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We present measurements and findings in the context
of the stability of the beam transport to the TAF tar-
get area. JETi200 and POLARIS will be used together
in future experiments in this new target area. This re-
quires low spatial jitter of the laser pulses and therefore
very low vibration levels of the beam transport system.
Here, we give an overview how the stability aspect influ-
ences the design and construction of the beam transport
system.

The three individual laser systems JETi200, JETiONE
and POLARIS will be used together in the target area
Fraunhofer (TAF). Since these laser pulses have fs pulse
duration and µm size focal spots the requirements for their
stability and synchronization are outstanding. The tempo-
ral synchronisation will be realized with a state-of-the-art
temporal synchronisation system. In this report we give
an overview about ongoing work with respect to the over-
all spatial stability of the laser infrastructure components
required for the beam transport to the new of target area
Fraunhofer (TAF). In order to identify suitable positions for
the beam transport elements we performed a measurement
campaign of the building dynamics at HI Jena in collabora-
tion with Baudynamik Heiland & Mistler GmbH, Germany.

In this campaign the vibration level of all corresponding
laser labs (JETi200, POLARIS and TAF) was measured si-
multaneously in a 24 h measurement at 32 different mea-
surement points under different operation conditions. One
exemplary measurement of a vibration velocity measure-
ment during the daytime in the POLARIS labs is shown
in figure 1. The measured vibration level is well below
the so called “nano-EF” vibration criteria, which stands for
very strict requirements in REM- and TEM technique for

Figure 1: Measured vibration velocity spectrum of the PO-
LARIS laser labs.
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sub-Ang-strom resolution [1]. Also the partially stronger
vibration criteria G (VC-G) is fulfilled in most cases. That
means the overall vibration level within the HI Jena laser
labs is classified as very good. Nevertheless, and not shown
in the exemplary measurements in figure 1, some positions
in our labs were not suitable for the installation of beam
transport components due to enhanced vibrations or too
less stiffness. In some cases we found equivalent alterna-
tive positions and in other cases we had to modify and rein-
force the building structure. In figure 2 the accepted posi-
tion of a future vacuum chamber to combine JETi200, JE-
TiONE and POLARIS is shown. During the measurements
it was found that the ground at this position led to a stability
level well above the nano-EF criteria and was therefore not
suitable. Here, the foundations had to be reinforced with
a well defined portion of reinforcing steel and connection
to existing stable structures to increase their stiffness. A
similar modification is also required for a position of the
JETi200-JETiONE beamline and this modification is still
ongoing. Once stable mounting positions for all parts of
the beamline have been found vibration optimized frames
will be designed to support the mounting of the required
vacuum chambers. Due to the large mounting height of
some components (up to 5 m above ground) the design and
construction of the frames is challenging.

Figure 2: Basement for a beam transport vacuum chamber.
a ) exposed problematic area. b) newly cast base.

Due to the knowledge of the vibration levels and the stiff-
nesses of the mounting positions we were able to optimize
all the required mounting positions for the beamline mir-
rors and provide a low spatial jitter beam transport system
in the future. This project is still ongoing.
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Status of the Tango Control system at JETi200
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The extension building of the Helmholtz-Institute
Jena offers new opportunities for high intensity laser
experiments with JETi200 and POLARIS in the new
Target Area Fraunhofer (TAF). The scale of those ex-
periments with both lasers together plus experimental
diagnostics and data management requires a common
control system. We decided to use Tango Controls as the
framework to build this system. We present the current
status and progress since last years annual report.

JETi200 and POLARIS are two high-power laser sys-
tems at the Helmholtz-Institute Jena. These two systems
are operated completely independent from each other since
their installation over 10 years ago. With the new extension
building completed in late 2022, Target Area Fraunhofer
offers the opportunity to perform experiments with both
lasers at the same time.[1, 2] To enable these, significant
infrastructure modifications are necessary, for example the
connection of both vacuum and safety systems along with
beamlines through the building. Another key area is laser
control from a new control room and unified data acqui-
sition. To provide this functionality, we decided to build
a distributed control system for both lasers and the target
areas. We considered different options for the framework,
for example EPICS, Tango Controls and GEECS, with each
having unique advantages and drawbacks.[3] After getting
in touch with other institutes using the respective frame-
works as well as attending community meetings, we made
the decision to use Tango Controls at HI Jena. We estab-
lished contacts to other institutes of similar scale as HI Jena
that are currently building a Tango Controls system to dis-
cuss concepts and exchange ideas, specifically LMU Mu-
nich, MBI-Div-B in Berlin and HHU Düsseldorf. We are
also in contact with DESY, HZDR and GSI.

To make HI Jena ready for the control system, we need
to update our IT infrastructure. We acquired a new PC
with sufficient processing power, network bandwidth and
data storage to function as the Tango Host for JETi200.
This machine features a 32-core AMD CPU, an NVIDIA
A100 GPU, 2x 10GBit/s Ethernet and NVMe SSD stor-
age. The control system also requires a network upgrade to
connect JETi200 with POLARIS and TAF. We purchased
10GBit/s switches to raise the network speed of each sub-
net to 10GBit/s. The switches will be interconnected with
optical fibers that provide 100GBit/s bandwidth, making HI
Jena ready for a control system with hundreds 1Gbit/s cam-
eras and support for multiple modern 10GBit/s cameras.

The Tango Host will run the Tango database as well as
device servers for Allied Vision cameras and our own step-
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per motor control boxes. The Tango database stores con-
figuration parameters like IP addresses and hardware prop-
erties like camera and motor controller settings. To control
our Allied Vision cameras, we use TangoVimba, a device
server developed by Johannes Blume from DESY that we
could adapt for HI Jena, which saved us significant devel-
opment time. The device server for our own stepper mo-
tor control boxes, called BahrmannBoxes, was developed
by us and tested successfully at JETi200. Together with
LMU and MBI, we work on a laser beam drift compensa-
tion within the Tango Controls ecosystem. The prototype
was tested successfully and it is planned to use this at an
experimental campaign at JETi200 target 2. To further safe
development time, we plan to use other frameworks from
the Tango Controls ecosystem, specifically Taurus, Sardana
and HDB++. Taurus is a toolkit to develop GUI’s for Tango
devices using PyQt, which is especially useful for smaller
standalone applications like the laser beam drift correction.
Sardana is a control system framework that is compatible
with Tango to provide high level functionality and simple
automation, for example parameter scans and structured
experiment data acquisition. It serves as a front end for
users to the control system. HDB++ is a database for Tango
attributes, so it can be used for automated logging of exper-
iment parameters like motor positions, temperatures, laser
energy and so on to build a history of the experiment. It
can also be used for experiment data storage.

We also want to control JETi200 via Tango, which is a
commercial system from Amplitude Technologies. We are
in contact with the company to purchase a Tango Gateway
between the Amplitude system and Tango.

Independent from but related to the Tango control system
is the automatic pointing stabilization for JETi200. Here
we use an artificial neural network to predict the pointing
angle of the next laser shot and correct it in advance to
reduce pointing fluctuations.[4] The hardware to perform
these calculations is installed in the Tango Host PC. Be-
yond that, a control system paves the way for high-level
feedback loops, for example an automated LWFA electron
beam optimization. Once the control system is operational,
we will start to work on these.
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We experimentally investigate the impact of the
modal content of the seed beam on the transverse mode
instability threshold in high-power fiber amplifiers. We
have built a system comprising a spatial mode multi-
plexer that allows manipulating the power content of
the fundamental mode and the higher-order mode in
the seed beam. Such beams, with the same power but
different modal contents, were coupled into a multi-
mode active rod-type fiber and the evolution of the TMI
threshold was studied.

Transverse mode instability (TMI) is a nonlinear thermal
effect that limits the output average power of high-power
fiber laser systems with diffraction-limited beam quality
[1]. Studying TMI inspires mitigation strategies which can
improve the performance of high-power fiber laser systems
for a wider range of scientific applications. TMI mani-
fests itself as a dynamic energy transfer between transverse
modes once the average power of the system reaches a cer-
tain value (which is called the TMI threshold). The phys-
ical origin of TMI is rooted in a quasi-periodic modal in-
terference pattern (MIP) formed by at least two transverse
modes propagating along the fiber. The MIP then inscribes
itself, through the induced heat and thermo-optic effect,
into a refractive index grating (RIG) in the fiber core, which
enables modal energy transfer if a phase shift between the
MIP and RIG exists [2].

In this work we have integrated a spatial mode multi-
plexer into a seed system which allows for an accurate
control of the modal content of the seed beam. With this
system we have managed to experimentally investigate the
impact of the seed modal contents on the TMI threshold.
During our experiment, the seed beam was fixed at 3 W but
with different modal contents and was 4-f imaged onto the
end facet of a multimode, active, rod-type fiber, which has
85 µm core, 200 µm cladding and 76 cm length. The TMI
threshold was measured by the 2 photodiode method [3].
Additionally, a corresponding simulation was also carried
out with the dynamic model described in [4].

Figure 1 shows the evolution of the TMI threshold as
a function of higher-order mode content in the seed beam
both for the experimental data (in blue) and for the simula-
tions (in red). As can be seen, there is an excellent match
between simulation and experiments. When the fundamen-
tal mode (FM) is dominant the TMI threshold drops rapidly
as the higher-order mode (HOM) content increases. Such
drop is not surprising, since the amplitude of the RIG be-
comes stronger with increasing HOM content and, thus, the
system becomes more sensitive to the noise, which implies
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Figure 1: TMI threshold as a function of higher-order mode
content in the seed beam both experimentally measured
(blue points) and simulated (red points)

a lower TMI threshold. What has not been shown before is
that the TMI threshold increases again when the HOM con-
tent exceeds 50%. The reason for that is related to gain sat-
uration, which starts weakening the amplitude of the RIG
from the outer boundaries of the core inwards (in the radial
direction) as the HOM content increases. This mechanism
is akin to that leading to an increase of the TMI threshold
with higher gain saturation for a dominant FM [5]. The
difference is that with a dominant FM mode the RIG is
weakened from the inner part of the core outwards (in the
radial direction) and with the dominant HOM the direction
of weakening is mostly reversed.

In summary, we have carried out a systematic measure-
ment of the TMI threshold with respect to the HOM content
of the seed, together with the corresponding simulation.
Both experiment and simulation showed a very good agree-
ment and revealed the decrease and later increase of the
TMI threshold as the HOM content of seed beam steadily
grows. Gain saturation plays the main role in explaining
this behavior. This work would enlighten the research for
the spatial beam control and the potential power scaling for
high-power fiber laser systems.

The authors acknowledge support by DFG (416342637,
416342891)and FhG CAPS.
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We present the next generation multicore fiber with
49 Ytterbium-doped cores that can be employed either
for the generation of femtosecond pulses via coherent
beam combination, as well as for high energy nanosec-
ond pulses via incoherent beam combination.

Multicore fibers have the potential to combine the advan-
tages of optical fibers (such as their high average power ca-
pability, high efficiency and good beam quality) with those
stemming from the large beam areas commonly used in
other laser architectures. We have previously demonstrated
up to 500 W average power with ultrashort pulses when
combining the output beams from a 16 core fiber via co-
herent beam combination into a single, high-quality, output
beam [1]. For the next generation of multicore fibers, we
have increased the core count to 49 and implemented an air-
cladding for optical pump guiding. In addition, we explore
the incoherent beam combination method for nanosecond
pulses as an additional beam combination concept that does
not require phase control of the individual beams and al-
lows to extract the maximum energy from the fiber due to
the longer pulse duration, which opens up a new class of
applications.

Figure 1: Image of the fiber end-facet showing the 49 cores
and the air-cladding for guiding of the pupmp light.

The realized multicore fiber is based on the rod-type ge-
ometry, with the end-facet shown in figure 1. It contains 49
ytterbium-doped cores in a square arrangement. In con-
trast to the previous fiber, we have implemented an air-
cladding that provides a higher numerical aperture which
enables optical pumping with the highest available power.
The fiber was drawn in different sizes, where a version with
25 µm core diameter has sufficient beam quality to support
coherent beam combination. A version with 30 µm cores
was then employed for incoherent beam combination. In
both cases, fiber lengths of around 1 m were chosen.

For the coherent combination setup, we use a system de-
sign based on segmented-mirror splitters (SMS) elements

∗a.klenke@hi-jena.gsi.de

for beam splitting and combination. In between, two inden-
tical multicore fibers acting as the pre-amp and main-amp
are inserted. To allow for scalability to this high channel
count, we use a compact phase array based on MEMS tech-
nology together with a in-house developed software based
phase stabilization software running on a PC [2]. As the
fibers are not polarization maintained, we realized a beam
array polarization controller with a spatial light modulator.
This setup is seeded by frontend providing stretched fem-
tosecond pulses with 1 ns duration and at the output, the
now combined pulses are compressed with a grating com-
pressor. With this setup, we have observed combination
efficiencies of up to 80%, limited by the beam positioning
and beam quality of the individual beams. However, the
combined beam showed excellent beam quality with an M2

value of less than 1.1x1.1. Preliminary results show 330 fs
duration pulses with up to 1.75 mJ energy.

The multicore fiber is also a perfect platform for incoher-
ent combination. In this concept, the output beams from
the individual cores are focused to a common point and,
because they are assumed to be incoherent, the result is the
addition of the individual beam intensity profiles, which
provides a homogenization effect. By using a multicore
fiber as a Q-switch oscillator, there is no inherent coherence
between the emitted nanosecond pulses from the individual
beams. Up to 10 mJ total energy with repetition rates up to
5 kHz could be achieved. An additional main amplifier then
boosts the output to up to 110 mJ total energy, which is a
new record for fiber based sources. This corresponds to the
extraction up to 75% of the energy that can be stored in the
fiber. This high energy level makes these compact setups a
good driver for specific applications, e.g. next generation
incoherent EUV sources.

Future fiber developments will focus on allowing for
higher core diameters while sustaining near-diffraction
limited beam quality, which is a technology already shown
for single-core fibers. This will allow for coherent beam
combination reaching Joule-class as well as incoherent
beam combination systems with over 1 J of total pulse en-
ergy.

The authors acknowledge funding from TAB (FGR0022),
FhG CAPS, ERC SALT, BMBF (13N15244, PINT), DFG
(416342637, 416342891)
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Intensity Tagging for Ultrashort High-Power Laser
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The precision of strong field quantum electrodynam-
ics experiments is challenged by shot-to-shot laser in-
tensity fluctuations. We propose a high-precision, non-
linear diagnostic method for on-shot tagging of peak in-
tensity. This involves using second harmonic generation
to create a nonlinear replica of the focal spot and mea-
suring the ratio of peak fluences between the fundamen-
tal and second harmonic beams.

The precise diagnostic on laser intensity is critical to the
LUXE (Laser Und XFEL Experiment) project [1] at DESY.
It will measure processes in the SFQED regime with high
precision by either directly colliding 17 GeV electron
bunches from the XFEL electron accelerator or convert-
ing them to high-energy photons via Bremsstrahlung with a
tightly focused laser beam. The main challenge is the shot-
to-shot laser intensity fluctuation, as simulations show that
a 5% variation in laser intensity can cause up to a 40% un-
certainty in the Breit-Wheeler pair production rate. Hence,
we developed a method to tag the laser pulse intensity shot-
to-shot with better than 1% precision.

We use second harmonic generation (SHG) in an all-
optical setup to tag the laser pulse intensity. A near-infrared
(NIR) laser pulse is focused into a thin beta-barium borate
(BBO) crystal, and the focal spot of the fundamental beam
and its frequency-doubled replica are imaged onto a CCD.
In our experiment, with SHG conversion rates of less than
0.1%, the generated 2ω pulse intensity is proportional to
the square of the fundamental beam’s intensity. The ratio
R, defined as R =

√
F2ω/Fω , where F is the fluence, can

be obtained by capturing the focal plane images of both the
fundamental and SHG beams. This ratio can be used as a

Figure 1: Laser intensity tagging system: For the beam re-
flected by BS1 (beam splitter), its spectral phase is compen-
sated by the chirped mirrors (CM), and its temporal dura-
tion is measured by a Wizzler. A BBO crystal with a thick-
ness of 10 µm is positioned at the focal plane for SHG. An
imaging system consisting of a microscope objective (MO)
and an achromatic lens (L) images the same focal plane to
a CCD camera for two wavelengths.
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Figure 2: (a) The focal spot of the fundamental beam (b)
the focal spot of the 2ω beam (c) the lineout of the funda-
mental focal spot (solid red), the 2ω focal spot (solid blue),
and the red curve squared in dotted red.

Figure 3: R and RI for over 2000 shots.

reference for on-shot intensity tagging.
The experiments were carried out with the JETi-laser

system at the Institute of Optics and Quantum Electronics
in Jena. The experiment setup is shown in Fig.1. Fig.2 dis-
plays the focal spot images. In Figure 2(c), the blue curve
and the red dotted curve overlap, showing a quadratic re-
lationship between each corresponding point in the trans-
verse plane of the two focal spots.

We take focal spot images at 5 Hz for more than 2000
shots. Fig.3 plots the results of the fluence ratio R and the
intensity ratio RI = Rτω/

√
τ2ω with τ the pulse duration.

Compared to R with an RMS of 2.4%, the RMS of RI is
2.1%, indicating that the contribution from pulse duration
fluctuations is disentangled.
The relative fluence precision within FWHM of focal spot
is 0.01%, determined by the Poisson noise

√
N/N with

N the total counts within FWHM. The Wizzler measures
the temporal duration with a 0.2% error for near-Fourier
transform pulses [2].

In this work, we assessed the precision of laser inten-
sity measurement using second harmonic generation. This
method approaches the 1% precision required by the LUXE
project. In the LUXE experiment, this method will be ap-
plied to the actual focal spot and cross-verified with com-
prehensive intensity measurements.
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Compact, folded multi-pass cell for energy scaling of post-compression

A. Schönberg∗1 and C.M. Heyl1,2,3

1Deutsches Elektronen-Synchrotron DESY, Notkestrasse 85, 22607, Hamburg; 2HI Jena, Fröbelstieg 3, 07743 Jena,
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Recent advances in Multi-pass cell (MPC)-based
laser pulse post-compression have established this tech-
nology over a wide range of parameters. A key chal-
lenge is pulse energy up-scaling, where the main lim-
itation stems from the laser-induced damage thresh-
old (LIDT) of the MPC mirrors. To overcome this, ei-
ther higher LIDT coatings or larger MPCs are needed.
However, larger MPC sizes may become impractical
if laser pulse energies exceeding a few tens of milli-
joule are targeted, necessitating alternative methods.
We address challenge and develop a novel, energy-
scalable, compact MPC (CMPC) scheme enabling post-
compression of high-energy pulses while maintaining
compact setup sizes.

Ultrafast laser technology providing ultrashort, high-
peak power lasers pulses is pivotal for various applica-
tions including e.g. attosecond pulse generation and laser-
plasma acceleration. For these applications, the combi-
nation of high peak and average power is often essential.
However, combining both peak and average power scala-
bility remains a challenge for ultrafast laser systems.

Post-compression techniques, especially, if combined
with high average-power ytterbium lasers provide a
promising route to overcome these limitations. In partic-
ular, Herriott-type multi-pass cells (MPCs) have been es-
tablished as a powerful scheme for the generation of ultra-
short, high peak- and average power laser pulses, with large
compression factors of typically around 10-20 [1]. How-
ever, energy up-scaling is still a key challenge for these
systems. MPCs are fundamentally limited by the laser-
induced damage-threshold (LIDT) of the mirror coatings.
Energy-scaling of MPCs is possible by scaling the size of
the MPC [1]. However, at large sizes, e.g. about 10m
for 200mJ [2], MPCs can become impractical for standard
laboratory settings.

To achieve pulse energy scalability while maintaining a
compact setup, we propose a new MPC geometry. Our
compact multi-pass cell (CMPC) uses a weakly focused
fundamental mode and a linear beam pattern, allowing the
beams to be folded inside the cell using two additional pla-
nar mirrors (Figure 1). This approach introduces a new en-
ergy scaling parameter, the folding ratio Γ, which reduces
the setup length to the effective length Leff ≈ L/Γ, as il-
lustrated in Figure 1A.

As proof of concept, we demonstrate spectral broaden-
ing of 1030 nm, 8mJ, 1 ps pulses in a CMPC with an ef-
fective length of around 45 cm, while maintaining a moder-
ate maximum mirror fluence of 170mJ/cm2. The CMPC
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Figure 1: A. Layout of the CMPC scheme B. (i) Measured
input- and compressed pulses, along with simulated pulses.
(ii) Measured and simulated spectra. [3].

focusing mirrors FM1 and FM2 (Fig. 1A) have a radius-
of-curvature of R = 25m and the CMPC length L, which
is defined by the optical path length traveled by the beam
from FM1 to FM2 (or vice-versa), is L ≈ 8.63m. The
folding ratio is set to Γ = 25, so that Leff ≈ 8.63m/25 ≈
35 cm. In our case, Leff ≈ 45 cm is slightly longer than
the calculated value, since the focusing mirrors are placed
at a certain distance behind the planar mirrors, due to ge-
ometrical restrictions. The total number of reflections on
the mirrors then amounts to 2NΓ = 550. Nevertheless,
we measure a transmission of > 89% through the CMPC
at full power (8 W). Spectral broadening is achieved using
ambient air at 1 bar as nonlineaer medium and the pulses
are then sampled using a wedge reflection and compressed
down to 51 fs (Fig. 1B).

In conclusion, we have developed a compact MPC,
enabling energy-scaling of MPC-based post compression
at small footprint. We demonstrated spectral broadening of
1030 nm, 8mJ, 1 ps in a 45 cm long setup. Our results can
prospectively enable further energy up-scaling, supporting
e.g. 100mJ level pulses in a compact, 2m long table-top
setup.

A.S. and C.M.H. acknoledge the Helmholtz-Lund in-
ternational graduate school HELIOS for funding and
support.
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Yb-ion based lasers have been established in ultra-
fast optics laboratories as new workhorses over the
past years. They gradually replace Ti:sapphire tech-
nology because of their superior power-handling capa-
bility and reliability. However, Yb-lasers do not provide
sufficient gain bandwidth to generate few-cycle pulses
which are necessary for extreme nonlinear optics ap-
plications. We have recently shown for the first time
nonlinear post-compression of picosecond pulses to sub-
10 fs at GW pulse peak power levels, which are well
suited for applications like high-harmonic generation.
The reported setup uses the hybrid multi-pass multi-
plate technique in two consecutive compression stages.
It does not require vacuum chambers or pressure ves-
sels and has a very compact footprint of less than 1 m2.

Multi-pass cells (MPCs) have advanced the nonlinear
spectral broadening method to record-high average power
levels as well as unprecedented combinations of pulse com-
pression factors and optical efficiencies [1]. However,
studies which report compression to the few-cycle regime
(three carrier cycles correspond to about 10 fs at 1030 nm
central wavelength) are still relatively scarce since large
MPC mirror bandwidths with precise dispersion control
are needed [1]. With the setup shown in Fig. 1, we were
able to reduce the durations of picosecond pulses emitted
from a Yb:YAG amplifier by more than 100-times to 8.2 fs.
The hybrid multi-pass multi-plate technique [2] was used to
compress the picosecond pulses to sub-50 fs in a first stage
(MPC1). In a second stage (MPC2), the dispersion of com-
plementary chirped mirrors was matched to the dispersion
of two 1 mm thin Kerr media. In this way, spectra covering
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Figure 1: Double-stage hybrid pulse multi-pass multi-plate
setup. Reprinted from [3].
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Figure 2: a. Ultrabroadband spectra achieved by
the double-stage hybrid multi-pass multi-plate approach.
Compressing the ultraviolet spectrum would require
higher-order dispersion control. By compensating group
delay dispersion only, the blue spectrum after MPC1 and
the red spectrum after MPC2 was compressed. b. Time-
dependent pulse profiles measured by frequency-resolved
optical gating (FROG). c. Autocorrelations show that opti-
cal power is tightly confined to the tens of fs delay range.
Adapted from [3].

the full octave-spanning mirror bandwidths were generated
(Fig. 2a), potentially supporting single-cycle pulses. We
had only the means to control second-order dispersion, and
thus had to restrict ourselves to compress the red spectrum
of Fig. 2a to 8.2 fs, i.e. the duration of 2.4 carrier cycles
(Fig. 2b). A peak power of 2.8 GW was obtained. More-
over, the nonlinear method enhanced the contrast between
the main pulse and the low-intensity background by almost
two-orders of magnitude (Fig. 2c). The scheme can be
applied to MHz-rate extreme nonlinear optics experiments.
In upcoming studies, we intend to scale the peak power to-
wards the 100 GW level.

I acknowledge DESY, a member of the Helmholtz Asso-
ciation HGF, for the provision of experimental facilities.
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High-quality pulse compression in nonlinear multipass cells enabled by
dispersion engineering
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We present a dispersion-engineered multipass cell
that operates in the enhanced frequency chirping
regime. By using dispersive cavity mirrors, we re-
shape the nonlinear interaction, resulting in a smoother,
broadened spectrum and significantly improved com-
pressed pulse quality. An Yb-laser operating at 50 kHz
was compressed from 205 fs to 32 fs, with over 96% of
the energy in the main pulse feature. This first exper-
imental demonstration of enhanced frequency chirp-
ing in a multipass cell highlights the potential for
dispersion-tailored pulse compression.

Gas-filled Herriott-type multipass cells (MPCs) [1] have
become the driving force for the post-compression of ytter-
bium based laser systems. Though self-phase modulation-
based pulse compression techniques inherently produce
side-pulses due to spectral modulations. These side-pulses
reduce the energy in the main temporal feature and de-
crease pulse contrast, even in transform-limited pulses. In-
troducing additional positive dispersion can suppress spec-
tral modulations, reshaping the nonlinear interaction and
eliminating temporal side features. This phenomenon,
coined enhanced frequency chirping (EFC), was first re-
ported in 1982 in single-mode optical fibers [2]. Applying
EFC to multipass cells allows for the precise tailoring of
the nonlinear and dispersive interplay.

Figure 1: Schematic of the experimental setups. Config-
uration (a) being the EFC-MPC and configuration (b) the
standard-MPC.

To achieve a clean pulse shape the dispersion of the MPC
mirrors and the mirrors for recompression were numeri-
cally optimized. To compare the results of the dispersion-
engineered MPC operating in the EFC regime, a second
MPC was set up using standard off-the-shelf mirrors. Both
cells were configured identically in a near-concentric setup
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with about 1m in length. Identical laser parameters were
used for both configurations, with 70 W average power
at a 50 kHz repetition rate and near transform-limited 205
fs pulses from an Yb laser. Temporal characterization us-
ing the TIPTOE technique (tunneling ionization with a per-
turbation for time-domain observation of an electric field)
revealed that the EFC-MPCs calculated transform-limited
pulses contain 99% of the energy in the main feature, with
retrieved traces showing 96%, compared to 93% and 88%
for the standard MPC. The EFC-MPC reduced side pulse
amplitude by an order of magnitude relative to the stan-
dard MPC for transform-limited pulses and by 82% for re-
trieved pulses. Additionally, the EFC-MPC exhibited a 5%
increase in peak power compared to the standard MPC [3].

Figure 2: Temporal and spectral characterization of the
compressed output pulses for the MPC configurations
shown in Figure 1.

The use of dispersion engineering in MPCs enables the en-
hancement of pulse contrast and peak power compared to
conventional MPCs.. It can be implemented into the MPC
design to improve system performance and is compatible
with other contrast enhancement techniques. This work
demonstrates the potential for dispersion-tailored pulse
propagation in MPCs, with future opportunities to utilize
higher-order dispersion terms and amplitude manipulation.

The authors acknowledge funding from Thüringer Auf-
baubank (021VF0048); H2020 European Research Coun-
cil; Fraunhofer Cluster of Excellence Advanced Photon-
Source (CAPS).
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Ghost Imaging (GI) is a novel technique in imaging
science that has garnered significant attention in recent
years. Unlike traditional imaging methods, GI captures
information from an object with a single sensor. In this
report, we will introduce microscopic ghost imaging in
the table top XUV radiation.

Motivation: Traditional microscopy is limited by the
Abbe criterion. Using extreme ultraviolet (XUV) and
soft X-ray (SXR) radiation (1–100 nm) can significantly
improve resolution. XUV radiation, generated by high
harmonic generation (HHG) with femtosecond lasers, al-
lows for nanoscale imaging, particularly useful in mate-
rial sciences and biological imaging. Conventional imag-
ing techniques in the XUV/SXR range face limitations
due to strong absorption and losses in optical components.
Methods like coherent diffraction imaging (CDI) require
monochromatic sources and have low photon flux and high
costs [1]. GI offers a solution. Initially developed with
quantum entanglement, GI now uses classical sources and
computational methods, enabling lens-less imaging with
low photon flux. Computational Ghost Imaging (CGI) uses
single-pixel detectors and compressed sensing algorithms,
making it ideal for XUV environments.

Experimental Setup: The HHG process uses an ultrafast
femtosecond Ti laser system at 800 nm and 1 kHz repetition
rate, focused on Argon atoms in a nickel tube. The IR beam
size at focus is about 50 micro-meter, generating high har-
monics with sufficient intensity. In the XUV ghost imag-
ing setup, shown in Figure 1, the broadband XUV source
passes through an XUV mask and a microscopic object to
reach the XUV detector, without using any lenses or mir-
rors, except for a thin aluminum filter. The XUV mask,
mounted on a linear stage, moves in the X-Y axis direc-
tion. GI is reconstructed based on correlations between the
pattern and intensity information.

XUV Mask Design: To achieve high-quality ghost im-
ages, it is essential to select the optimal pattern, considering
factors such as the number of patterns used, their pattern
size, and arrangement. Depending on these characteristics,
ghost images of varying qualities can be obtained. In our
experiment, we chose three fundamental patterns (Differ-
ential Hadamard pattern, 4-step Fourier pattern, and Ran-
dom pattern) to assess the feasibility of GI technique in the
XUV domain [2].

Experimental Result: We conducted ghost imaging in
the XUV range using various wafers and patterns. Figure
2 a) shows the microscopic image of the object with a 200
micrometer scale bar. The reconstructed ghost image using
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Figure 1: XUV Ghost Imaging Setup. Pulse beam with
800nm, 25fs is directed into a nickel tube filled with ar-
gon gas to generate XUV radiation via high harmonic
generation. The resulting XUV beam passes through the
XUV mask featuring a predefined pattern, interacts with a
microscopic-sized object, and is then recorded by the de-
tector.

Figure 2: Ghost imaging in the XUV. a) microscopic im-
age of the object with the scale bar corresponding to 200
micro-meter. In b), reconstructed ghost image using wafer
1 and pattern 1. Due to poor etching quality of Wafer 1, the
reconstruction results are also of poor quality. Ghost image
reconstruction was not feasible for pattern 2 of Wafer 1.
Figures c) and d) illustrate ghost images obtained through
patterns 1 and 2 on wafer 2, respectively. e) shows the re-
constructed ghost imaging with differential hadamard pat-
tern.

Wafer 1 and Pattern 1 is in Figure 2 b), which shows poor
quality due to suboptimal etching. Pattern 2 of Wafer 1 did
not yield feasible reconstruction. In contrast, Figures 2 c)
and 2 d) display improved ghost images with Patterns 1 and
2 on Wafer 2, respectively, demonstrating better etching
and pattern transfer. Figure 2 e) presents the reconstructed
ghost image using a differential Hadamard pattern, which
provided clearer and more defined images, effectively over-
coming some limitations of the standard patterns.
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In this research, an improved ghost imaging system
combined flexibility and measurements-based imaging
augment was proposed. This methodological enhance-
ment has successfully doubled the contrast-to-noise
ratio of the images produced and drastically reduced
the root mean squared errors to 0.01, thereby affirming
the potential of our approach to provide high-quality
imaging with substantially fewer measurements.

Ghost imaging is an innovative technique that allows
imaging with a non-spatially resolved detector, making it
ideal for certain wavelength ranges where a multi-pixel
camera is either unavailable or impractical [1]. Traditional
ghost imaging requires a large number of measurements
to reconstruct images but often suffers from low imaging
quality. To address this challenge, deep learning ghost
imaging (DLGI) has been proposed and extensively studied
[2,3,4]. In DLGI, every pixel of the final image is associ-
ated with illumination patterns and the total intensities de-
tected through neural networks [2]. However, DLGI solely
relies on neural networks to map output images, which en-
tails some underlying physical processes being underrepre-
sented, leading to a lack of interpretability and generaliz-
ability.
In this study, we present a ghost imaging scheme capable of
achieving imaging results comparable to DLGI [3,4], while
offering clear physical interpretation, thereby providing in-
sight into the working mechanisms of DLGI. We identified
information cancellation during iterations as one of the fac-
tors contributing to the deterioration of ghost imaging qual-
ity. To mitigate this issue, we handled positive and nega-
tive measurements differently in each retrieval iteration to
prevent information cancellation. Additionally, to reduce
the total number of measurements, we preselected dense
information-containing patterns (DICP) that offer greater
benefits for final imaging. The procedures of information
de-cancellation and DICP act as equivalents to neural net-
works in mapping final image pixels to patterns and mea-
surements.
With the combined method, the contrast-to-noise ratios
(CNR) of the final images doubled, and the root mean
squared errors (RMSE) decreased to the scale of 0.01.
Moreover, the required number of iterations was reduced
to 10% compared to traditional ghost imaging methods
employing purely random patterns. The achieved results
demonstrate comparable imaging performance to DLGI,
where higher imaging performance can be attained with
fewer measurements [3,4].
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Figure 1: Experimental setup. A collimated laser is mod-
ulated by the digital micro-mirror device (DMD) loaded
with DICP and recorded by the bucket detector after pass-
ing through the object. The recorded data are enhanced by
proposed nethod.

Figure 2: Final imaging results of all three objects. The
upper row images are generated from selected dense infor-
mation with fewer iterations. The lower row images are the
enhanced results with proposed augment scheme.

In summary, the proposed scheme not only offers practi-
cal advantages in enhancing ghost imaging and portability
across different wavelengths but also provides theoretical
insights into DLGI’s explainability.
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We examine the interplay between spectral band-
width and illumination curvature in ptychography. By
tailoring the divergence of the illumination, broader
spectral bandwidths can be tolerated without requir-
ing algorithmic modifications to the forward model. In
particular, a strong wavefront curvature transitions a
far-field diffraction geometry to an effectively near-field
one, which is less affected by temporal coherence ef-
fects. The relaxed temporal coherence requirements
allow for leveraging wider spectral bandwidths and
larger illumination spots. Our findings open up new
avenues towards utilizing pink and broadband beams
for increased flux and throughput at both synchrotron
facilities and lab-scale beamlines.

Early work in single-shot coherent diffraction imaging
(CDI) suggested a trade-off between the relative spectral
bandwidth Λ = ∆λ/λc and the achievable spatial resolu-
tion δ, for a given illumination beam diameter D [1]:

∆λ

λc
<

δ

D
. (1)

In essence, an increase in spectral bandwidth translates into
a loss of spatial resolution for a given beam size. However,
recent work has empirically demonstrated that ptychogra-
phy exhibits a higher tolerance for broadband conditions
[2]. In particular, near-field ptychography configurations
are more robust than far-field geometries against these de-
coherence effects. Nevertheless, implementing near-field
geometries in the short-wavelength regime, such as XUV
or X-rays, is challenging due to physical constraints that
limit the minimum object-to-detector distance.

In our work, we explore how wavefront curvature can
serve as an additional degree of freedom that relaxes co-
herence requirements. We present an intuitive explanation
for the increased tolerance to broadband illumination un-
der increasing wavefront curvature via the stationary phase
approximation. Specifically, the effective region of integra-
tion in the Fresnel diffraction integral shrinks as curvature
increases. This translates into an effectively smaller beam
diameter in Eq. 1. In other words, larger optical path differ-
ences do not contribute to the diffraction integral, and the
temporal coherence requirement is relaxed.

Our experimental results are shown in Fig. 1. Two gen-
eral tendencies are observed from the reconstructed micro-
graphs: First, the lateral resolution decreases with increas-
ing bandwidth (left to right columns). Second, the loss
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Figure 1: Comparison of ptychographic reconstructions us-
ing 3 different wavefront curvatures, each for 4 different
relative bandwidths Λi = ∆λ/λc. Left column, recon-
structed beam profile (a-c) for variable illumination cur-
vatures. Two general tendencies are seen from the recon-
structed micrographs: (1) The lateral resolution decreases
with increasing bandwidth (left to right columns). (2) The
loss of lateral resolution can be compensated by increasing
the wavefront curvature (bottom to top row).

of lateral resolution can be compensated by increasing the
wavefront curvature (bottom to top rows). Thus, our main
finding is that a larger spectral bandwidth can be tolerated
when the curvature of the illumination increases. For ex-
ample, comparing conditions a-Λ3 with c-Λ2, we see that
a comparable imaging resolution is achieved, albeit using a
three times larger relative bandwidth in the former.

In essence, larger beam curvatures allow for more re-
laxed spectral bandwidth requirements. We believe these
finding have important bearings on the achievable through-
put in photon-limited ptychography experiments, includ-
ing inherently broadband tabletop high-harmonic genera-
tion [3] and x-ray sources [4].

The research was supported by the Helmholtz As-
sociation (Ptychography 4.0, ZT-I-PF-4-018 (AsoftXm));
Fraunhofer-Gesellschaft (Cluster of Excellence Advanced
Photon Sources); Thüringer Ministerium für Bildung, Wis-
senschaft und Kultur (2018 FGR 0080) and the European
Union (European Social Fund)
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We present the setup of an amplifier cavity to mea-
sure the spectral small signal gain of Yb:FP15 glass (fu-
ture materials: Yb:CaF2, Yb:LiAs) in a broad spectral
range. The results will be utilised to design spectral fil-
ters to mitigate gain narrowing during the amplification
process. The spectral reflection curves of the designed
filters will be verified with an acousto-optic modulator
(Dazzler) in the cavity for low output energies.

The experimental setup shown in Figure 1 consists of
a diode pumped regenerative amplifier cavity, which can
be used either with a short pulse seed laser or in Q-switch
mode. The input- and output coupling of the cavity is re-
alised using Glan-laser polarisers. They are chosen in favor
of thin film plates (TFPs) because they have a high reflec-
tivity (s-polarisation) in a broader spectral wavelength, en-
abling the gain measurement in a larger spectral region.

Glan laser polarizer
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Figure 1: Experimental and diagnostic setup of the ampli-
fier cavity.
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To characterize the spectral amplification of Yb:FP15,
the spectrum of a generated pulse in the regenerative am-
plifier with the respective laser material as a function of
the Pockels cell opening time was measured. From the
change in the shape of the spectrum per round trip and the
separately measured pulse energy, the spectrally dependent
small signal amplification g0(λ, β) can be determined for
each wavelength. The obtained curve can be fitted by the
small signal gain

g0(β, λ) = exp(d ·Ndot(βσem(λ)− (1− β)σab)), (1)

where d = 1.3mm is the doubled thickness, Ndot =
6× 10−20 cm−3 the doping concentration and σem, σab the
cross sections [1] of the material.
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Figure 2: Gain spectrum of Yb:FP15 glass per roundtrip
for different pump diode currents.

Figure 2 shows the spectral gain for Yb:FP15 glass
for different pump currents of the diode stack, which
was successfully obtained in a wavelength range between
1016 -1037 nm. The measured gain profile corresponds
well to the shape of the small signal gain calculated based
on (1).

To access a larger wavelength range, the measurements
were repeated by seeding the laser with a tunable, broad-
band, fs-laser, from which a small spectral window was se-
lected. The gain was then measured with a photo diode
(red curve). This confirmed the reliability of the gain sim-
ulation for a larger bandwidth. Therefore, the method is
suitable to characterize and tailor tunable filters for other
Yb:doped laser materials such as Yb:CaF2 or Yb:LiAs.

To confirm the filter designs, an accousto-optical modu-
lator (Dazzler) will be placed in the cavity at low energies
to simulate the spectral reflectivity curves.
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The HELPMI project aims at initiating a metadata
(MD) standard for High-Intensity-Laser Systems (HIL)
and correlated experimental data following the F.A.I.R.
principles by defining a vocabulary and an ontology
thereof. While for simulation data the OpenPMD stan-
dard is already well established, neither an exchange
MD nor file format for experimental setups and data are
available so far. With HELPMI we will close this gap
and define a standard, which will be digitally hosted,
machine-readable and extensible by all members of the
community.

The tremendous progress enabled by HIL systems opens
up new horizons in fundamental research and applications.
E.g. relativistic interactions occurring in laser-driven plas-
mas are widely accepted as one of the most promising next-
generation accelerator technologies (LPA: Laser-Plasma-
Accelerator) [1]. The physical processes underlying this
acceleration regime are highly non-linear and extremely
complex, such that experimental creativity and adaptive
studies are required to harness and exploit this technology
in the future. In addition, the observations from experi-
mental studies need to be compared against numerical sim-
ulations. Sophisticated codes based on the particle-in-cell
approach are developed and used by many groups world-
wide. In order to compare models and simulation results,
benchmark codes and the need for common data postpro-
cessing tools have been the motivation for the development
of an open and open-source metadata standard OpenPMD
[3].

Within the experimental community a similar metadata
standard has so far not been established yet, in fact not even
been defined, even though there is a broad agreement on the
type of relevant data. Within HELPMI, we... consider to
use NeXus [4] as the starting point. NeXus is a community-
driven and well-established MD and file format standard
for experiments in the Photon and Neutron (PaN) science
community.

OpenPMD and NeXus are structured container formats
with keywords, attributes and data, exhibiting structure
and data upon reading, similar to an office document with
embedded tables, calculations etc. Hence, it is highly
likely to find schemes and workflows applicable to HIL
experiments, e.g., “beams”, “geometry”, “detectors” etc.
but these would still have to be transferred into the HIL
context. Meta-standard means that it defines the logi-
cal layout of particle-mesh datasets in an implementation-
independent manner, while allowing for domain-specific
standard extensions like the existing extension for particle-
in-cell codes.

We aim for a broad acceptance of the MD standard,
which is of utmost importance for sustainability beyond the
timeframe of this project. To identify the needs of the com-
munity, we organised a 1st workshop, which was attended
by representatives of the major LPA projects as well as MD
and NeXus experts.

HI-Jena has prepared the data of a typical experimental
campaign in the form of a NeXus file [5]. We have demon-
strated that the NeXus file format is already suitable for
data exchange in its current form. To make the standard
even more suitable for the LPA domain, we have created a
public fork on GitHub [6]

The central part of the project is the development of
a dictionary for the HIL community. We have created
and published the Devices Detectors Components Library
(DDC) [7]. The DDC library shall become a list containing
all items and their relevant parameters in the laser-plasma
laboratory that could be represented in a metadata system.

In order to automatically export the experiment data to
the community format, the SCADA system Tango-Controls
is currently being introduced and expanded at HI-Jena.

The authors acknowledge funding from Helmholtz Meta-
data Colaboration Platform.
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Combining a solid-state interaction model and ki-
netic plasma description provides unprecedented access
to the interplay of fundamental processes, including ini-
tial ionization, in an ultrafast matter transition from
cold solid to dense plasma, produced during the rising
edge of a laser pulse irradiating a nanofoil target with
intensities ≤ 1016 W/cm2.

Ultrafast laser-solid interaction encompasses a multitude
of physical processes while their interplay remains largely
undetermined. Knowledge of the target dynamics at an
early stage of the interaction is essential to applications
ranging from material ablation using low-power lasers to
ion acceleration employing relativistic intensity lasers. In-
deed, fine-tuning of the target properties is needed to pre-
vent the ”plasma shielding” which diminishes the ablation
efficiency [1] or to optimize accelerated ion beams which
require a specific target state during the laser rising edge
[2], before the arrival of pulse peak. In this work, the
sub-picosecond target transition from cold solid to dense
and expanding plasma is first evidenced with a single-
shot near infrared (NIR) probing technique employing a
chirped laser pulse as a probe in transmission. The probe
pulse illuminates longitudinally a 10 nm-thick Diamond-
like carbon (DLC) foil interacting with an ultrashort laser
pulse with peak intensity of ∼ 1016 W/cm2, exhibiting
an exponential-like rising edge [3]. Figure 1 shows that the
measured probe transmission T (t) is better described using
a two-step model (TSI), starting with an extended solid-
state interaction (SSI) model and followed, after the DLC
melting point, by a plasma kinetic description (particle-in-
cell – PIC). Indeed, the transmission obtained from PIC
alone (dashed line) starting from a cold DLC foil drops
much faster than in experiment with τPIC (∼ 50 fs) �
τexp(∼ 600 fs), where τ is the time required for the trans-
mission to drop from 90 % to 10 %. No meaningful τ could
be extracted using the SSI model alone, because the full
transmission dynamics could not be described (red trian-
gles). However, when combining the extended SSI model
and PIC, the TSI shows good agreement with the experi-
ment (τTSI (∼ 800 fs) ∼ τexp). The SSI model, which
was originally developed for dielectric materials, was ex-
tended to higher densities (blue line) for semiconductors
like DLC. The extended SSI domain (red-shaded region) in
Figure 1, shows an excellent agreement with experiment,
validating the application of the SSI model to lower band
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PIC only SSI only TSI model
Measurement

Figure 1: Measured (dotted line) and computed probe
transmission (red) through the target (in the high inten-
sity region) during the laser rising edge (tpump = 0 ps is
the peak arrival time). The standard deviation over several
measurements is given in the gray-shaded region. Dashed,
triangles and solid lines are from PIC, SSI and TSI mod-
els, respectively. nmax

e (blue) are the corresponding max-
imum electron densities, nc being the critical density at
λprobe = 800 nm [3].

gap materials. Although neither SSI nor PIC alone could
explain the measurements, they are, however, complemen-
tary, as each of them includes necessary fundamental pro-
cesses to describe an ultrafast laser-solid interaction. On
the one hand, the initial stage of the interaction, i.e., ion-
ization of a solid, can only be accurately described using
the SSI model whereas the highly overdense and expand-
ing plasma including inner shell ionization can only be
described by a PIC code. Finally, our method can be ex-
tended to thicker foils that exhibit high initial transmission,
such as dielectrics. In this case, the TSI model must be
modified accordingly to consider the target inhomogeneity
during the interaction. Such a modified TSI model could
also be used to describe the ionization and plasma dynam-
ics of thick nontransparent targets, where the initial plasma
is produced on the front surface only.
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Few-femtosecond microscopic shadowgraphy is com-
monly used in investigating laser-plasma interactions
and successfully yields good results. However, the snap-
shot property of this technique, coupled with the shot-
to-shot fluctuations of the high-power laser system, re-
stricts our understanding of the transient features in
laser-plasma interactions. In this study, we success-
fully extend the ultrafast microscopic shadowgraphy
into burst mode, allowing us to take 4 frames in a
∼ 200 fs time window from one single interaction, with
a spatial resolution better than 2 µm and a temporal res-
olution approximately 10 fs.

Few-cycle femtosecond optical probes and microscopic
shadowgraphy have been successfully used to take snap-
shots from laser-plasma interactions, reaching femtosecond
time and micrometer space resolution [1]. A set of snap-
shots at different time delays is usually required to fully
understand the laser-plasma interaction process. However,
the shot-to-shot fluctuations of high-power laser systems
are not negligible. Therefore, a burst shot imaging tech-
nique is desired. Few-cycle probe pulses have broad spec-
tral bandwidth. That allows us to extend the ultrafast snap-
shot technique into a burst mode by adding linear chirp into
femtosecond probes.
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Figure 1: (a) Schematics of the microscopic burst shot
imaging setup. (b) Typical probe spectrum and its Fourier
transform limit.

In this study, we developed a burst shot microscopic
shadowgraphy technique based on sequentially timed all-
optical mapping photography (STAMP) [2]. The probe
pulse with a bandwidth limited pulse duration of 4 fs was
generated via the same method in ref. [1]. A 12mm fused
silica was placed into the probe beam path, resulting in a
∼ 300 fs (FWHM) linearly chirped pulse. After the probe
pulse propagated through an underdense plasma, it was im-
aged by the setup shown in Fig. 1. Since the probe pulse
was linearly chirped, the temporal resolution of the shad-
owgrams can be recovered by spectral filtering. Applying a

∗yu.zhao@uni-jena.de

10 nm bandpass filter with a center wavelength at 800 nm
results in a temporal resolution of approximately 10 fs. The
spatial resolution test results are given in Fig. 2(a), which
show a spatial resolution better than 2 µm and close to the
diffraction limit. This imaging setup was used to take burst-
shot shadowgrams of laser wakefields in an experiment at
JETi200. In this experiment, a 22 fs main laser pulse (λ0 =
800 nm) with 2.6 J energy was focused by a f/20 parabola
into a helium gas target. Wakefields were generated inside
the plasma with a density around 8 × 1018cm−3. An ex-
ample of experimental shadowgrams is shown in Fig. 2(b).
In these figures, the bubble of the laser wakefield traveled
from the left to the right close to the speed of light. The
fine structures of the wakefields on the shadowgrams show
the temporal resolution of the imaging system is preserved.

(a) (b)

(iv) λ0 = 700 nm

(iii) λ0 = 750 nm

(ii) λ0 = 800 nm

(i) λ0 = 850 nm

(i) t0 = 0 fs

(ii) t1 = 40 fs

(iii) t2 = 110 fs

(iv) t3 = 220 fs

Figure 2: (a) Spatial resolution tests using 10 nm bandpass
filters. λ0 are the center wavelengths of the bandpass filters.
(b) Multi-color shadowgrams from a single shot. The time
delays relative to the first frame are given in each figure.
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Novel schemes for generating ultra-low emittance
electron beams have been developed in past years and
promise compact particle sources with excellent beam
quality suitable for future high-energy physics exper-
iments and free-electron lasers. Here we report on a
the experimental demonstration of a novel all-optical
technique capable to resolve ultra-low beam emittances
[1]. Calculations show that tight bounds on the up-
per limit for emittance and source size can be derived
from this ‘laser-grating’ method [2] even in the pres-
ence of low signal to noise and uncertainty in laser-
grating parameters. In the experiment, the inferred
source size and geometric emittance were (1.7±0.2) µm
and (4.4±0.9)×10−3 π mm mrad, respectively.

The quality of a particle beam, such as their high bright-
ness and coherence, can be directly linked to the beam’s
transverse geometric emittance, ϵrms = σxσx′(1 − ρ) as
a measure of the phase-space volume, where σx denotes
the rms beam waist (source size), σx′ is the rms beam di-
vergence, and ρ is their correlation. While σx′ is easily
measured, σx requires some more effort. We assume the
beams to be uncorrelated, ρ = 0.

The all-optical method to infer σx, first proposed in
Ref. [2] and experimentally demonstrated in [1] works as
follows: The electron beam is interacting with a laser grat-
ing at a certain distance after the end of the LWFA ac-
celerator. The ponderomotive potential of the laser grat-
ing modulates locally the momentum spectrum of the tilted
transverse phase space ellipse. After some further propa-
gation this momentum space modulation is transferred into
an electron density modulation which can be imaged on a
scintillating screen (see Fig. 1a).

The modulation depth, quantified via the peak-to-valley
ratio, depends on the source size. Hence, measuring the
former allows to infer the latter. The inference requires
precise knowledge of the laser grating parameters such as
its period λG and grating strength κ = I/I0, where I is
the grating intensity and I0 represents optimum intensity
in the limit σx → 0. Theoretical analysis shows that κ ≈
2 produces the maximum modulation depth for expected
source sizes of LWFA beams. Thus, by using κ = 2 for the
inference we can easily obtain an upper limit of σx.

In the experiment, the electron beam had a charge of
(5.6 ± 0.7) pC per bunch, a divergence of σx′ = (2.6 ±
0.4) mrad, and an average energy of 73 MeV with an
energy spread of (27.3 ± 4.8)%. These electrons were
modulated using a laser grating with a period of λG =
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Figure 1: a) Experimental layout for laser interference
method, where the central part of the JETi beam (red) ac-
celerates electrons (blue) in a gas jet. The laser grating
modulating the electrons is generated by focusing the outer
ring of the laser approximately 34.4 mm downstream of
the gas jet nozzle. b) The modulated electron beam due
to the interaction with the interference fringes of the ring
laser beam at the focus imaged with a YAG:Ce scintillation
screen (i,ii), and integrated peak-to-valley ratio modulation
(iii). c) The distribution of measured peak-to-valley ratios
of 184 shots (grey histogram on bottom axis) allows to in-
ferred electron beam source size σx distributions at differ-
ent grating strengths κ (histograms on left axis), given here
for the absolute upper limit at κ = 2 (purple) and a grating
strength of κ = 0.2 (yellow).

(4.2 ± 0.2) µm and κ ≈ 0.2. Fig. 1b displayed the modu-
lated electron beam recorded on a scintillating screen.

By analyzing the peak-to-valley ratio distribution from
184 shots of the modulated electron signal as shown in
Fig. 1c, and assuming κ = 2 we infer the quoted upper lim-
its for source size and emittance. For this experiment, the
inferred σx is remarkably insensitive to the specific value
of κ (see Fig. 1c, yellow vs. purple).

In summary, our experiment [1] demonstrated the feasi-
bility and potential of the all-optical laser grating method
for measuring the emittance of LWFA electron beams.

This research was funded by BMBF (Project No.
05K19SJA), DFG Research Unit FOR2783 (Project
No. 416708866) , and TAB (Contract No. 2019 FGI 0013).
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This project aims to apply the peeler scheme to accel-
erate protons from CH foils. The target is oriented lon-
gitudinally along the laser propagation direction. The
laser pulse interacts with the target’s front edge, peeling
electrons and driving them forward. These electrons
then pull out and accelerate protons at the rear edge. In
preparation, the targetry process has commenced, and
preliminary 3D-PIC simulations have been conducted
to assess the feasibility of using the available femtosec-
ond TW laser for this scheme.

Surface plasma waves (SPWs) are generated at the
surface-vacuum interface when a laser pulse interacts with
the sharp edge of an overdense plasma surface. An over-
dense plasma, characterized by a plasma frequency ωp

significantly greater than the laser frequency ωL, can be
achieved during this interaction. For solid CH targets, typ-
ically ne ≈ 102nc, where nc is the critical density. Within
the scale length L ≫ λL, where λL = 2πc/ωL, the target
maintains a sharp density gradient, which is crucial for the
excitation of the SPWs [1].

Figure 1: The Peeler acceleration scheme, where a laser
pulse hits the front edge of the target (on the left) and prop-
agates along the surfaces of the target in x-direction.

These SPWs serve as the accelerating field for electrons
along the surface of the target [1]. Under appropriate res-
onance conditions, SPWs efficiently are coupled with the
incident electron magnetic wave (EMW). This coupling
facilitates the transfer of energy from the EMW to the
electrons via the SPWs, thereby maintaining the forward
electron acceleration along the target surface. The reso-
nance condition is maintained along the dephasing length
Ld = λ

λ2/π2w2
0+ω2

L/ω2
p

[2] . Once the electrons reach the
other edge of the target, they are expelled into the vacuum,
leaving behind the relatively heavier protons. This charge
separation induces the generation of a static electric field
at the target rear edge, which in turn pulls the protons and
accelerates them in the forward direction.

An experiment for this scheme is intended to be per-
formed with JETi200 laser at the Helmholtz Institute-Jena,
which has λ = 800 nm, with 2 J on target and a pulse
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duration of 25 fs. An off-axis parabola f/1.5 is used to fo-
cus the beam into 1.8µm (FWHM), providing a peak inten-
sity of 3× 1021W/cm2. Using the mentioned parameters,
the dephasing length for this case is then calculated to be
Ld = 28.5 µm.

From an experimental perspective, the generation of
SPWs relies on several critical parameters, including the
alignment of the target’s front edge at the focal plane and
maintaining a normal incidence angle of the laser. How-
ever, the primary challenge is achieving the ideal target ge-
ometry required for peeler acceleration. Fig. 2 presents a
prototype bridge-target made of silicon nitride (SiNx), sup-
ported by a bow tie-shaped holder composed of silicon (Si).
The bridge has a length of L = 20 µm in the direction of
laser propagation and a thickness of 500 nm. Additionally,
all surfaces of the bridge are covered with a 50 nm thick
layer of perylene, which serves as a proton source for ac-
celeration.

Figure 2: Target prototype intented for the peeler accelera-
tion, with 20 µm in laser propagation direction (x), 500 nm
thick (y), and > 50 µm in (z).

3D-PIC simulations were conducted implementing the
JETi200 laser parameters to obtain preliminary insights and
estimations for the upcoming experiments. These simula-
tions yielded protons with energies up to 35 MeV in the
laser forward direction. With the planning complete, the
next step is to acquire the fabricated targets and conduct
the initial experimental run to validate the peeler accelera-
tion concept.
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The pepper pot method is a well-known method for
transverse emittance diagnostics for conventional accel-
erators, where the source size is relatively large. In this
work, we test the suitability of the method for laser
wakefield accelerated (LWFA) electron beams where
the source size is constrained by the bubble size. Us-
ing GEANT4 Monte Carlo simulations [1], we report
that for small source sizes (σ0 < 5 µm), corresponding
to ultra-low emittance achievable from LWFA sources,
the pepper pot method can no longer resolve the emit-
tance.

Emittance characterization is important for the perfor-
mance of free-electron lasers (FELs) and collider experi-
ments due to beam brightness conditions and luminosity
estimation. One of the conventional single-shot methods is
so called pepper pot method. The method is based on the
principle of sampling the particle beam with a high-Z ma-
terial mask consisting 2D array of holes, therefore allowing
one to infer emittance using accepted electrons which are
often called beamlets.

To understand the limitations of the method in resolv-
ing small emittances, set of GEANT4 simulations were de-
signed. The simulation parameters and geometry were se-
lected based on the experiment conducted in JETi200 laser.

For these simulations, a total of 3 × 106 electrons were
generated from the source. The energy spectrum of the
beam was characterized by a Gaussian distribution, with
a mean energy of 72 MeV and an root mean square (rms)
spread of σE = 50 MeV. Additionally, the rms divergence
(θrms) of the beam was set to 1.85 mrad. The pepper pot
mask was located 181 mm downstream of the source, 1269
mm before the screen. The mask had a fixed 200 µm thick-
ness, yet the hole diameter was varied for different runs
of the simulation. While the electron beam properties re-
mained fixed, the input rms emittance (εrms) was varied
using the relation

εrms = θrms · σ0, (1)

by modifying the beam source size (σ0) from 1 to 39 µm.
After each simulation run, the beamlets were recorded

on the screen and used to calculate the emittance using
the formula given by [2]. For different mask hole diam-
eters, a deconvolution term was added as described in the
[3] to suppress the hole size contribution on computation.
Consequently, the inferred rms emittance using the pepper
pot method was plotted against the input rms emittance as
shown in the Fig.1.
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Figure 1: Inferred vs input emittance resulting from 1 to
39 µm σ0 scan. Masks had 150 µm pitch distance between
the holes, and hole diameters varied from 20 to 50 µm. Best
fitting had the form of ε2rms = α2+θ2rms σ

2
0 with an offset

term α.

In Fig.1, the inferred emittance for εrms >40 µm
mrad(σ0 >21 µm) is deviating from the trend. This is
due to the large σ0 resulting in beamlets overlapping on
the screen. As a result, isolation and fitting of individual
beamlets gets challenging, leading to an ill-posed result.
This gives a design point constraint where the geometri-
cal magnification or the pepper pot geometry (in particular
the pitch distance between the holes) should be selected ac-
cordingly to avoid any overlapping of the beamlets on the
screen for reliable analysis.

In the lower emittance region, where εrms <10 µm mrad
(σ0 ≤5 µm), the inferred emittance converges to an offset
value, indicating that the method is unresponsive to the σ0

scan. At this small values, the beamlets have a very narrow
angular spread, disabling to determine divergence of the
beamlets on the screen and hence the emittance.

In conclusion, when the σ0 is much smaller than the hole
diameter of the mask, the pepper pot method overestimates
the transverse emittance and this constitutes a limitation of
the method for ultra-low emittance characterization.

This research was funded by the Federal Ministry of Ed-
ucation and Research of Germany (BMBF) in the Verbund-
forschungsframework (Project No. 05K19SJA).
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We present preliminary results demonstrating the
acceleration of direct laser accelerated (DLA) electrons
and protons from laser-irradiated long-scale carbon
nanotube foams (CNF) at moderate relativistic inten-
sities. These results indicate significantly improved
particle acceleration compared to conventional metallic
foils.

The experiment was conducted with PHELIX (Petawatt
High-Energy Laser for Heavy Ion EXperiments) at GSI
Helmholtzzentrum für Schwerionenforschung. The laser
pulse of 0.65 ps duration was focused with an f/5 off-axis
parabolic mirror in a focal spot of (12 ± 2) µm (FWHM)
containing 20 J laser energy. This resulted in a moderate
relativistic intensity of 1019 Wcm−2 in vacuum.

As targets we have used near-critical density CNFs of
1.5mg cm−3 to 3.5mg cm−3 on 10 µm gold foil. CNF
is made of bundles of carbon nanotubes with diameters
ranging from 5 nm to 10 nm (smaller than the laser’s skin
depth) and lengths between 5 µm to 50 µm, which are ran-
domly arranged, forming a three-dimensional stochastic
network [1].
The spectra of electrons were measured using a 1T mag-
netic spectrometer with imaging plates as detectors posi-
tioned at −10◦ to the laser axis (Figure 1). The use of
CNFs resulted in a significant increase in both the effec-
tive temperature and the number of accelerated electrons
(blue spectrum) compared to shots on ordinary thin metal-
lic foils (gray spectrum) at high contrast. Specifically, with
CNF targets, the maximum measured energy of electrons
reached up to 50MeV, which is five times higher than the
energy observed in shots on 15 µm copper foil. The effec-
tive electron temperature reached 10MeV by CNF targets,
compared to just 1.2MeV for a shot on copper foil. Ad-
ditionally, we conducted some shots with pre-ionized CNF
targets by applying a delicate ns pulse, which resulted in
an enhancement in both the electron energy and the effec-
tive temperature of DLA electrons. The underlying effi-
cient electron acceleration mechanism in the CNF targets
is direct laser acceleration. This process involves the prop-
agation of the laser through near-critical density plasma,
leading to the formation of a relativistic plasma channel.
Within this channel, electrons experience betatron oscilla-
tions in quasi-static electric and magnetic fields. As the be-
tatron frequency resonates with the Doppler-shifted laser
frequency, electrons gradually gain energy from the laser
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Figure 1: Electron spectra obtained from high contrast shot
on 15 µm Cu, high contrast shot on 400 µm CNF+10 µm
Au and shot on 400 µm CNF+10 µm Au pre ionized.

Figure 2: Proton signals on Radiochromic film: Above, a
shot on 10 µm Au with high contrast; below, a shot on CNF
+ 10 µm Au substrate pre-ionized with ns pulse.

field [2].
The proton signals, measured using radiochromic film, in-
dicated a higher cut-off energy and a notably round, smooth
beam with a higher number of protons for shots on pre-
ionized CNF targets compared to shots on conventional
foils, as depicted in Figure 2. The underlying mecha-
nism contributing to this effect requires further investiga-
tion through numerical simulations.
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We have experimentally observed jet-like plasma
structures emitting He-like Ti ion radiation on nanosec-
ond time scale when nanowire arrays are irradiated by
relativistically intense, ultra-high contrast femtosecond
laser pulses. These observations suggest existence of
a hot (0.5-1 keV) and dense plasma (∼ 1021cm−3) on
nanosecond time scale.

In the experiments, a periodic array of composite
nanowires (NW) with a 100 nm Si core and 25 nm TiO
cladding and 400 nm period, grown on a 50 µm Si mem-
brane, was irradiated by ultra-high temporal contrast, 40
fs, 0.4 µm wavelength laser pulses with the peak intensity
up to ≥ 3 × 1019 W/cm2 (a0 ∼ 3). As a reference flat
target, a 25 nm TiO film, deposited on the same 50 µm
Si membrane, was used. An imaging spectrometer based
on the toroidal GaAs crystal was employed to measure the
line emission of Ti ions up to H-like Ti+21 charge state
and for 1D imaging of the emission source. We observe
that the source of the emission of He-like Ti+20 ions from
nanowire arrays consists of an intense spot at the target sur-
face and 200 times less intense, 1 mm long, jet-like region
extended from the surface. Estimates based on the ion ex-
pansion in the plasma suggest that this length scale corre-
sponds to several nanosecond emission time [1].

To get insight into the plasma parameters that would
result in formation and emission of He-like Ti ions, we
carried out 3D PIC simulations of relativistic interaction
of laser pulses with nanowire array and the reference flat
target. The time dependent plasma density and tempera-
ture, retrieved from the simulations, were used to simulate
the emission of He-like w-line, employing radiative colli-
sional kinetic code FLYCHK. Our simulations predict that
the intense He-like emission at the target surface is emitted
within < 1 ps time after the laser pulse arrival on the target.
Using the experimentally measured intensity ratio between
the He-like emission on the surface and in the ”jet”, and
including the factor 103 accounting the difference in the
emission duration, we use FLYCHK simulations to deter-
mine the plasma parameters in the ”jet”. The results are
shown in Figure 1 by the white contour line. The simu-
lations suggest that near solid density (∼ 1021cm−3) and
about 0.5-1 keV temperature plasma is required to generate
the He-like emission observed in the experiments.

To understand the physical mechanisms that would re-
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sult in formation of such long living hot and dense plasma,
we carried out the 3D PIC simulations of plasma dynamics
on the time scale up to 2 ps after the laser pulse. Figure 2
shows the spatial structure of the magnetic field, formed in
the plasma shortly after the interaction with the laser pulse.
We observe formation of the global magnetic field in the
plasma volume for the nanowire arrays (Fig.2(b)) that is
absent for the flat target (Fig.2(a)). Simulations on longer
time scale suggest that such structure of the magnetic field
results in anysotropic plasma expansion that might lead to
enhancement in the development of Weibel-like instabil-
ities and generation of magnetic fields that would be ka-
pable to keep hot and dense plasma on nanosecond time
scale.

Figure 1: Intensity of He-like (w) line of Ti+20 as a func-
tion of plasma density and temperature.

Figure 2: B-field pattern of flat (a) and NWs(b) generated
shortly after the interaction with the laser pulse. The arrow
shows pulse propagation direction.
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Optical atomic clocks reach record accuracies.
Heavy ions in their highest charge states however are
not used in those instruments yet. The reason is that
they do not have suitable transitions for detecting quan-
tum jumps on the clock transition and that clocks typ-
ically lack a source for these exotic atomic species. A
new Helmholtz Young Investigator Group has been es-
tablished at the HI Jena to overcome these obstacles
and to free up the excellent sensitivities of heavy highly
charged ions for tests of fundamental physics in com-
bination with a precision level that is only known from
optical atomic clocks.

In August 2023 the Helmholtz Young Investigator Group
(HYIG) led by Peter Micke has been established at the
Helmholtz Institute Jena with the goal to set up a univer-
sal laser spectroscopy platform in a new state-of-the-art
laser laboratory downstream the HITRAP facility at the
GSI Helmholtz Center for Heavy Ion Research. This plat-
form is based on the versatile method which is known as
quantum logic spectroscopy [1, 2]

Prospectively, heavy highly charged ions (HHCI) of the
experimenter’s choice can be produced by the accelerator
complex of GSI, slowed down by the HITRAP decelera-
tor, and re-captured in a precision-fabricated new cryogenic
Paul trap that is located inside the new laser laboratory.
There, they co-crystallize within a laser-cooled Coulomb
crystal of beryllium ions [3] which not only allow for sym-
pathetic cooling but also provide a high-fidelity detection
mechanism. Next, a two-ion crystal composed of one
HHCI and one Be+ ion is prepared, cooled to the quantum-
mechanical ground state of motion [4], and probed by a
highly stable clock laser to excite the optical clock tran-
sition of the HHCI in question. Two red-sideband laser
pulses subsequently swap the quantum states of internal
and motional degrees of freedom to map the initial cock
state onto the Be+ hyperfine qubit. Eventually, this qubit is
read out with a final detection laser pulse.

With this technique, optical ground-state hyperfine-
structure splittings of HHCI such as hydrogen-like or
lithium-like ions can be measured at an accuracy level that
is only in the realm of optical atomic clocks [5]. At the
same time HHCI offer excellent sensitivities for tests of
fundamental physics and searches for physics beyond the
Standard Model of particle physics [6, 7] with a high dis-
covery potential in combination with the cutting-edge ac-
curacy levels that can be achieved. Currently, the construc-
tion of the quantum-logic laser laboratory is well-advanced
and the HYIG focuses with the group leader and two PhD
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Figure 1: Concept of the new laser spectroscopy platform
that is based on quantum logic spectroscopy.

students on a rapid development of the experimental setup,
supported by scientists of the HI Jena as well as the atomic
physics and the decelerator operation departments of GSI.

The author acknowledges funding from the Initiative and
Networking Fund (IVF) of the Helmholtz Association.
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We optimized serrated-occulter designs for suppress-
ing the intensity of the incident laser background within
a 3 cm wide, axial, circular section on the near-field
(NF). Our designs effectively eliminate the Arago’s
patch produced by standard disc-shaped beam blocks
planned for our future light-by-light scattering exper-
iment [1]. To this end, Z-Scans (15 m – 200 m in 0.5
m steps) to analyze the NF of the laser (800 nm, cw)
with respect to variations of the serration geometry was
performed. Uniform suppression of up to six orders of
magnitude was achieved across the axial region of inter-
est.

Tailoring edges of flat-top beam profiles at large laser
installations by using serrated apertures (SA) applied in
combination with a low-pass spatial filter (SF) has been
prevalent since its invention in 1978. Its working principle
was provided by [2], wherein with an appropriately sized
SF-pinhole the relation: I(ρ)

I0
≃ WSerr(ρ)

WSerr,0
, which connects

the radial intensity I(ρ) with the radial profile of the open
serration’s circumferential width WSerr(ρ); this holds best
with a large number of serrations (NSerr).

By simply replacing the SA with a serrated occulter
(SO), we find that the same principle applies for design-
ing an axial flat-bottom (FB) intensity profile nested within
a wider flat-top background (supergaussian of order 9 and
e−2 radius RBgd). The offset-hypergaussian serration
shape [3] was chosen because it generates a radially smooth
SG shadow profile, transitioning between the FB and the
background’s plateau, which mitigates diffractive ringing
in the NF. Although ideally designed for use in the SO+SF
device, we found that the desired suppression quality and
levels can be achieved even without a SF.

The schematic of the SO is shown in Fig-1a. It has
two parts: a central disc of radius Rb,ξ = ξRg , and
the serrations which mount this base disc - like petals on
a sunflower. From this base, WSerr(ρ) varies as super-
gaussian (of the order Pξ = (1 − ξ)P0, and e−2 radius
Rg,ξ = (1 − ξ)Rg) till the serration tip. The ideal output
profile (i.e. at ξ = 0; Rg,ξ = Rg , Pξ = P0) is shown as
the black curve in Fig-1b, where the intensity is 86.4%I0 at
ρ = Rg , and 13.6%I0 at ρ = RBgd. However, by making
ξ → 0, the inter-serration gap LSerr(ρ) would remain in
the sub-micron scale for a large radial extent thereby com-
plicating occulter fabrication. We overcome this problem
by offsetting the serrations to the periphery of the base disc,
thus allowing ∂LSerr/∂ρ to change faster (Fig-1c). Offset-
ting, i.e. ξ → 1, is achieved when the intensity profile
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Figure 1: (a) Occulter’s schematic, (b) SO+SF radial in-
tensity profile, (c) LSerr-vs-ρ, and (d,e) Suppression-vs-
NSerr with respect to varying P0 and ξ.

for ρ > Rg remains the same as the ideal case despite the
change in the occulter’s shape (yellow curves in Fig-1b).

With Rg = 0.5RBgd = 7 cm fixed, the occulter’s
performance was evaluated for different design parame-
ters: P0 ∈ {5, 10}, ξ ∈ {0.3, 0.5, 0.8}, and NSerr ∈
{9, 18, 36, 72}. The Z-Scan revealed that increasing the
distance to the NF enhances the suppression of Arago’s
patch and the smoothness of the suppression profile. From
the simulation results shown in Fig-1d–1e the best back-
ground noise suppression of about six orders of magnitude
is found at NSerr = 9, ξ = 0.8, and P0 = 10.

In summary, our simulations show that employing only
the SO with offset-hypergaussian serrations, rather than the
originally proposed SO+SF setup, can achieve a smooth
shadow with a suppression of ∼ 10−6 on the NF. In a di-
rect comparison with a disc-block of radius Rg , our axial
suppression level is comparable to that of the broader re-
gion of interest, highlighting the elimination of the Arago’s
patch. Such a NF profile aids our detector development ef-
forts for the upcoming light-by-light scattering experiment
as seen in [1].

References

[1] F. Schütze et al., Phys. Rev. D 109, 096009 (2024).

[2] J. M. Auerbach and V. P. Karpenko, Appl. Opt. 33, 15 (1994).

[3] W. Cash, Nature 442, 51–53 (2006).

44



Second CCC of Small and Smart Series

V. Tympel∗1,2 and F. Machalett1
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Cryogenic Current Comparator (CCC) is a non-
destructive and easy to calibrate DC beam current mea-
suring system for the nA range. The new series called
CCC-Sm stands for small and smart systems designed
for beamline diameters of up to 63 mm. The second
implemented sensor (Pb-DCCC-Sm-300) has two core-
based pickup coils with extreme high inductance (2x
150 µH at 4.2 K). During construction, basic investi-
gations on noise behaviour and fluctuation–dissipation
theorem) were undertaken and compared to results
from the previous Sm-200 DCCC.

SQUID-electronics, magnetic field shielding and pick-
up coil (PUC) are essential components of a CCC [1]. For
one with a flux concentrator, the PUC is also the dominant
source of current noise. Ultimately, this noise will also
limit the possible current resolution of the CCC-system.
Increasing inductance can improve noise characteristics.
This is possible through more or special core material op-
timized for low temperatures (Figure 1). Both strategies
were pursued for the Pb-DCCC-Sm-300, whereby the total
inductance could be increased by another 50% compared
to the previous Sm-200 DCCC from 2022. In total, the Pb-
DCCC-Sm-300 uses 8 single cores, 4 in each of the two
PUCs.

The Using Fluctuation Dissipation Theorem (FDT) and
inductance (Ls) and resistance (Rs) measurements [2], an
expected current noise density of less than 2 pA/sqrt(Hz)
could be predicted for the white noise (between 1 kHz and
100 kHz). These expected values were confirmed by later
measurements on the finished CCC sensor (Figure 2). The
targeted current resolution of less than 2 nA can therefore
be achieved (Figure 3).

A more detailed presentation of the preparation and the
results of the Pb-DCCC-Sm-300 will be published in May
2024 in the journal IEEE Transactions on Applied Super-
conductivity Vol.: 34, Issue: 3.

Grant-aided by the BMBF, project number
05P121SJRB1.

References

[1] W. Vodel, R. Geithner and P. Seidel, Appl. Supercon. Hand-
book on Devices and Appl. Vol. 2, 1096 (2015).

[2] R. Geithner, Ph.D. thesis, Phys. Dept., Uni. Jena, Jena, Ger-
many (2013).

∗v.tympel@hi-jena.gsi.de

Figure 1: Comparison of achievable inductances of com-
mercial and special low-temperature core materials.

Figure 2: Comparison of noise measurements (noisy lines
with disturbance peaks) at the end of CCC completion and
simulations via LsRs measurements and FDT calculations
(smooth lines) at the beginning of CCC construction.

Figure 3: Current resolution of the Pb-DCCC-Sm-300.
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Precision spectroscopy of hard X-rays at GSI/FAIR
will profit significantly from the development and appli-
cation of metallic magnetic calorimeters (MMC). Such
detector systems combine a high spectral resolution,
similar to crystal spectrometers, with a broad band-
width acceptance that is comparable to semiconductor
detectors. However, the advantages of these novel de-
tectors can only be fully utilized if their spectral per-
formance is matched by the one of the accompanying
data acquisition (DAQ) system. To this purpose, the
nonlinearity as well as temperature dependence of our
digitizer modules were characterized and correspond-
ing correction algorithms have been developed.

Within the SPARC collaboration, MMC detectors are be-
ing developed for precision X-ray spectroscopy of heavy,
highly-charged ions. This resulted in the maXs detector de-
sign (Micro-Calorimeter Arrays for High Resolution X-ray
Spectroscopy) citeref1. Detectors of this design have al-
ready been used in several test experiments on the campus
of GSI/FAIR [2, 3, 4]. Recently, two maXs detector were
fully integrated for the first time into the DAQ infrastruc-
ture of GSI to perform a measurement of X-ray transitions
in U90+ [4]. The complex signal analysis requires digitisa-
tion of the entire detector response, for which several dig-
itizer modules of the type SIS3316-125-16 from STRUCK
Innovative Systems were used, which in total featured 64
individual readout channels.

To characterize our of the digitizers modules in terms of
nonlinearities as well as of temperature-dependent drifts,
we scanned the input voltage range (-2.5 V to 2.5 V) of
each channel using a high-precision voltage source of the
type HP 3245A from Agilent. An exemplary result for the
integrated nonlinearity (INL) is shown in 1a), where we
found a sizable deviation of up to almost ±10 ADCs steps
compared to the ’correct’ ADC reading expected from the
input voltage. Similarly, we also found a significant drift as
a function of ambient temperature, amounting to 20 ADC
steps at the edges of the input range for a change of 2◦ C.
Such effects are expected to deteriorate the quality of the
spectral data, in particular when events from several read-
out channels with individual characteristics are added up.

To mitigate the effects of artefacts from the non-ideal
ADC characteristics, we developed correction algorithms
and applied them to data that were recorded in 2021. The
outcome of this procedure is presented in 1b), where the
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Figure 1: a) Integral nonlinearity of a single channel of the dig-
itizer module SIS3316-125-16, obtained via a scan of over the
input voltage range. b) Spectral data from a previous measure-
ment with and without the effect of INL being corrected. A clear
improvement of the spectral quality is observed.

spectra from 16 ADC channels were added up without and
with application of the INL correction. For the latter case,
a clear improvement of the spectral resolution is observed
and also the peak position is slightly shifted. This proves
that the INL characteristics did not change significantly be-
tween recording of the spectral data and characterization of
the ADCs in 2023.

It is anticipated that the spectral performance of the
MMC detectors will be further improved by stabilising the
temperature and correcting the drift. For future measure-
ments with maXs detectors, we will implement an on-the-
fly monitoring of the ADC characteristics.

This research was conducted in the framework of the
SPARC collaboration, experiment E138 of FAIR Phase-0
supported by GSI. We acknowledge support by the BMBF
program ErUM FSP T05 - ”Aufbau von APPA bei FAIR”
(BMBF grants 05P19SJFAA and 05P19VHFA1).
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J. Späthe1, S. Hell1, B. Ying1,2,, M. Wünsche1,2, R. Klas2,3, J. Rothhardt2,3, J. Limpert2,3, G. G.
Paulus1,2,, and M. Kübel∗1,2
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High-harmonic generation (HHG) of femtosecond
laser pulses represents an attractive method for gen-
erating coherent extreme ultraviolet (XUV) radiation,
Here, we report on the development, characterization
and commissioning of an HHG source of coherent ex-
treme ultraviolet (XUV) radiation. The source has been
connected to our Cold Target Recoil Ion Momentum
Spectrometer (COLTRIMS) and the coincidence mea-
surement of ions and electrons created by HHG radia-
tion has been demonstrated. The XUV flux at 26.5 eV
is estimated to exceed 1012 photons per second, and the
intensity is evidenced by the observation of two-photon
double ionization of argon. This opens novel opportuni-
ties towards our overarching goal to track and visualize
the motion of electrons and nuclei during photochemi-
cal reactions in molecular movies.

Coherent radiation in the XUV spectral range offers
a range of exciting applications ranging from attosecond
physics to spectroscopy and high-resolution imaging. Im-
portantly, the HHG radiation is perfectly synchronized with
the driving laser pulses. However, HHG light has lacked
sufficient flux for comprehensive usage in pump-probe ex-
periments. In particular, time-resolved measurements have
been largely limited to cross-correlation experiments due
to the low probability of interaction with a single particle.
Our new source, depicted in figure 1, opens the possibility
to carry out true pump-probe experiments using XUV light.
Its concept and design follow pioneering work at the HIJ
and IAP [1, 2]. The HHG process is driven by 515 nm laser
pulses, obtained from the frequency doubled high-power
fiber laser at the HIJ and FSU’s chair of non-linear op-
tics. Live characterization of the generated XUV pulses is
provided by our XUV Photoelectron Time-of-flight Spec-
trometer (XPETS), which parasitcally detects photoelctron
without affecting the beam propagation.

The source has been connected to our COLTRIMS,
where first experiments show non-linear generation of
Ar2+ by non-sequential two-photon absorption and satu-
ration of the single-ionization step. This proves that our
source is suitable to carry out pump-probe experiments us-
ing XUV light. The capability to detect photoelectrons in
coincidence with the associated ion is a unique aspect of
our experiments, which allows insights into light-induced
dynamics [3, 4], which are otherwise inaccessible. In the
XUV spectral range, stray light can produce significant
background signals, making the coincidence detection of
electrons and ions a particular challenge. These difficul-
ties have now been overcome, such that clean electron-

∗matthias.kuebel@uni-jena.de.de

Figure 1: Photo from the lab showing the XUV source,
illuminated by the green laser pulses used for HHG. In the
background, the COLTIRMS with its Helmholtz coils is
visible. The screen displays a position image of the ion de-
tector, imaging the propagation of the XUV beam through
the experimental chamber.

Figure 2: Coincidence measurement of the photoionization
of argon (ionization potential: 15.8 eV) using XUV light.
The diagonal line corresponds to momentum conservation
of Ar+ ion and photoelectron. (b) Photoelectron energy
spectrum dominated by the absorption line of the 11th har-
monic at 26.5 eV.

ion coincidences can be measured. This is evidenced by
the clear momentum conservation trace displayed in Figure
2(a). Only very few false coincidences outside the diago-
nal, are observed. In addition, the photoelectron energy dis-
tribution shown in Figure 2(b) demonstrates that more than
90% of the photoelectron signal is due to the absorption
of the 11th harmonic. Through this quasi-monoenergetic
excitation, the energy input into the system is well-known,
aiding the interpretation of future experiments on ultrafast
dynamics in neutral and ionic molecules.

The authors acknowledge funding by the DFG under
project No. 437321733.
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nanometer resolution using extreme ultraviolet coherence tomography
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We report on an interferometric measurement
method, extreme ultraviolet coherence tomography
(XCT). Broadband XUV radiation from high harmonic
generation is used for spectral reflectivity characteriza-
tion of the metallic material system Al-Al2Cu. An al-
gorithm has been developed that allows to determine
not only the depth profile of a sample, but also physical
properties such as material composition and interface
roughness.

Non-destructive characterization of nanoscale materials
systems with the ability to allow for time-resolved in-situ
studies is of great importance in materials science. This
includes, e.g., the investigation of rapid phase transforma-
tions of metals and alloys, that require the measurement of
interface velocity of off-equilibrium interfaces. Until now,
established methods are not sufficient due to the short time
scales and small length scales of the relevant processes as
well as the influence of specimen damage during prepara-
tion and measurement.

Extreme ultraviolet coherence tomography (XCT) al-
lows for the non-destructive characterization of layer struc-
ture with nanometer resolution [1]. The method uses
laser-generated radiation in the extreme ultraviolet spec-
tral range, avoiding unwanted specimen damage. We de-
veloped an advanced reconstruction algorithm [2], that al-
lows to reconstruct the layer thicknesses (depth structure)
as well as roughness of surface and buried layers. We
demonstrated the method by analyzing the microstructure
of a metallic Al-Al2Cu layer system including native oxide
layers (see fig. 1 (a)).

Structural properties such as layer thicknesses di and
roughnesses Sq,i of the sample are determined sequen-
tially from top to bottom in the optimization process. This
means that initially only the properties of the first layer are
determined. Subsequently, the reconstructed parameters
(d1, Sq,1) of the first layer are used to improve the sample
model for further reconstruction. On this basis, the next
layer beneath is optimized. Since dispersion, absorption,
and scattering losses due to the thickness and roughness of
the layer above are already known from the first optimiza-
tion step, only the parameters of the lower layer need to
be further optimized. The procedure is repeated until the
lowest layer has been addressed. In this way the sample is
reconstructed step by step from top to bottom.

A complete reconstruction of the Al-Al2Cu layer system
including thickness and roughness values has been demon-
strated [2]. The results were compared to TEM and AFM
measurements (see table 1) and show excellent agreement.

∗johann-jakob.abel@uni-jena.de

Figure 1: (a) Depth profile of sample. (b) Measured (blue)
and simulated reflectivity curve from the reconstructed
sample model (red). (c) Reconstructed depth profiles r(z)
of measured and modelled data. (d) Reconstructed reflec-
tivity of the surface (green) and the buried oxide layers (or-
ange).

XCT combines nano-scale resolution with the potential for
ultra-fast time-resolved measurements and can be applied
to a wide range of materials, including Al-, Fe-, Cu-, and
Ni-base alloys, semiconductors, and oxide layers.

parameter XCT [nm] TEM [nm] AFM [nm]

Al thickness 230.5+0.7
−0.9 233± 2.0 -

d1 2.1± 0.3 4.1± 0.3 -
d2 3.7+1.4

−1.0 6.0± 0.7 -
Sq,1 2.4± 0.2 - 2.5
Sq,2 3.5+0.1

−0.2 - 0.9

Table 1: Layer thickness and roughness values attained by
XCT, TEM, and AFM.

The authors acknowledge funding from German Re-
search Foundation, European Social Fund with Thüringer
Aufbaubank and Bundesministerium für Bildung und
Forschung.
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Using the European XFEL, an international team of
researchers succeeded in exciting the sharpest atomic
transition in the hard X-ray range, which is the 12.4
keV nuclear resonance of the stable isotope 45Sc [1].
With its extremely narrow natural linewidth of 1.4 feV,
it has the potential to become the most accurate nuclear
clock ever. This has immediate applications for extreme
metrology, in particular for research linked to the foun-
dations of physics, such as time variations of the funda-
mental constants, the search for dark matter, as well as
probing the foundations of relativity theory.

Currently, the primary timekeeping standard, used to
define the SI unit of time, is based on an atomic transi-
tion in the 133Cs atomic clock, providing a relative uncer-
tainty of 10−16, corresponding to one second in 300 mil-
lion years. High accuracy in atomic clocks is crucial for
precise time and distance measurements, which are essen-
tial for global positioning and other precision metrology
applications. Future advancements in precision may come
from clocks using an excited level of an atomic nucleus
instead of an atomic shell transition. The atomic nucleus,
being much smaller than the electron shell, is less affected
by electromagnetic perturbations. The 8.3 eV level in the
229Th nuclear isomer is a leading candidate, potentially al-
lowing for clock accuracy up to 10−19 [2, 3].

Finding suitable radiation sources to excite these narrow
resonance lines is a challenge. For optical wavelengths,
powerful lasers are available, but higher transition ener-
gies require more sophisticated sources. Self-seeded X-
ray free-electron lasers (XFELs) make narrow-bandwidth
nuclear resonances in hard X-rays accessible for nuclear
clocks. 45Sc, with a transition energy of 12.4 keV, a 0.47-
second excited-state lifetime, and a resonance linewidth of
1.4 feV, promises a temporal accuracy of one second in 30
billion years (10−18). Its stability and 100% natural abun-
dance make it an ideal candidate for a nuclear clock.

The scientific potential of 45Sc was realized already over
30 years ago [4], but remained elusive due to lack of suf-
ficiently intense sources. The European XFEL, operating
in hard X-ray self-seeding mode (HXRSS) [5], now can
produce 12.4 keV X-ray pulses suitable for exciting 45Sc
nuclei. In a groundbreaking experiment at the European
XFEL’s MID instrument, excitation of the 12.4 keV 45Sc
resonance line was eventually observed (Fig. 1), evidenced
by detecting 93 delayed fluorescence photons out of 1020

X-ray pulses on a 25-µm Sc foil. This efficient detec-
tion was achieved by periodically moving the scandium
foil and using well-shielded silicon drift detectors, result-

ing in a signal-to-noise ratio of 70. High-resolution crystal
optics determined the scandium-45 resonance energy with
250 times higher accuracy than before, at E0 = 12,389.59
± 0.15 (stat) ± 0.12 (syst) eV. Precise knowledge of this
energy is critical for developing a nuclear clock based on
45Sc. The experiment also provided new estimates for the
nuclear resonance cross-section and internal conversion co-
efficients, enhancing understanding of this nuclear transi-
tion.

The successful resonant excitation and precise measure-
ment of 45Sc ’s energy open new possibilities for ultrahigh-
precision X-ray spectroscopy. Such accuracy could en-
able studies of gravitational time dilation on sub-millimeter
scales, exploring relativistic effects previously inaccessi-
ble. This experiment showcases the potential of high
repetition-rate narrow-band XFELs for studying extremely
narrow nuclear resonances. Further improvements in res-
onant spectral flux using enhanced narrow-band 12.4-keV
X-ray sources and frequency combs will be necessary to
develop a nuclear clock based on 45Sc.

Figure 1: Resonance curve as function of the detuning of
the incident energy Ei from the resonance energy E0. It
was recorded with delayed 4 keV K-fluorescence photons
of 45Sc, witnessing the deexcitation of its 12.4 keV nuclear
level after excitation by X-ray pulses from the European
XFEL. The width of the curve reflects the bandwidth of the
incident radiation.
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To determine the structure of condensed matter, co-
herent X-ray diffraction has been an indispensable
method for more than a hundred years. Today,
accelerator-based X-ray sources such as synchrotron
radiation sources and X-ray lasers are used for a
plethora of imaging applications employing coherent
light. In contrast, an experiment at the European XFEL
has recently succeeded in using incoherent X-ray flu-
orescence photons for imaging [1] - an approach that
dates back to Max von Laue and the beginnings of X-
ray crystallography in 1912.

In their search for interference phenomena in atomic lat-
tices, Walter Friedrich, Paul Knipping, and Max von Laue
initially used photographic plates positioned sideways to
copper sulphate crystals to detect fluorescence radiation ex-
cited by X-rays. These attempts failed until Arnold Som-
merfeld pointed out that fluorescence radiation could not
produce an interference pattern because the spontaneous
emissions from atoms in a crystal lack a well-defined phase
relationship [2]. The breakthrough occurred when the re-
searchers placed the photographic plates behind the crys-
tals, revealing characteristic patterns explainable by coher-
ent X-ray wave superposition scattered by the atoms, mark-
ing the birth of X-ray crystallography and earning von Laue
the 1914 Nobel Prize in Physics.

Fluorescence radiation has since been deemed unsuitable
for coherent imaging, a belief valid only if detector integra-
tion times are much longer than atomic fluorescence emis-
sion times, averaging many independent emissions. If de-
tection times are significantly shorter, emission processes
within that time can be phase-coherent, creating an inter-
ference pattern. This insight led British astronomers Robert
Hanbury Brown and Richard Q. Twiss (HBT) in the 1950s
to apply the principle to starlight, enabling them to derive
structural information such as star diameters and distances
by evaluating spatial correlations of intensities recorded by
separate detectors [3].

HBT’s intensity interferometry, a two-photon interfer-
ence phenomenon, involves indistinguishable photons from
different source positions reaching separate detectors si-
multaneously. Extending this to atomic fluorescence ra-
diation in the X-ray domain was previously unfeasible due
to the extremely short coherence time dictated by the brief
lifetime of atomic fluorescence states. For instance, a cop-
per atom’s electronic state with a K shell vacancy lasts less
than 1 femtosecond (fs). However, with the advent of X-ray
lasers capable of producing femtosecond or shorter pulses,
such rapid excitation and subsequent intensity interferome-

try have become possible, opening new avenues in diffrac-
tive imaging with X-ray fluorescence photons [4]

A significant experimental milestone was achieved at the
European XFEL, where a phase grating focused an X-ray
beam with 109 photons per pulse at 9 keV energy and 6.2 fs
pulse length onto two points of a thin copper foil, inducing
K-fluorescence at 8.9 keV. The Adaptive Gain Integrating
Pixel detector recorded this radiation, enabling up to 1012

pixel pair correlations per laser pulse. The resultant cor-
relation signal demonstrated two-photon interference, with
maxima up to the third order. Using iterative algorithms,
the obtained fringe pattern was analyzed to determine the
phase of the field, reconstructing the image through Fourier
synthesis. This allowed the direct measurement of the size
and spacing of the two fluorescent spots on the copper foil
[1].

This experiment revisits von Laue’s original approach,
confirming that fluorescence radiation can indeed be uti-
lized for diffractive imaging, thanks to modern femtosec-
ond X-ray sources and advanced pixel detectors. With fur-
ther advancements, this method could potentially achieve
atomic resolution imaging. The European XFEL’s shorter
future pulses will reduce the number of required fluores-
cence images, potentially enabling the imaging of single
molecules combined with coherent X-ray diffraction. This
could facilitate element-specific and time-resolved reaction
processes with atomic precision.

Figure 1: In the experimental setup at the European XFEL,
a phase grating focuses the X-ray beam on two points (yel-
low) on a thin copper foil. The resulting fluorescence radi-
ation produces a speckle pattern in the far field
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We present a correlative laboratory-based fluores-
cence and soft X-ray (SXR) microscope. The SXR mi-
croscope is driven by a laser produced plasma operating
in the water window (WW) at 2.88 nm. A resolution of
50 nm is achieved. As an additional imaging modality a
fluorescence microscope was integrated. First demon-
stration experiments were performed with fluorescent
nanobeads and biological samples like cyanobacteria
and labelled fibroblast cells.

Employing complementary imaging methods to collect
data from a sample can provide a more comprehensive
understanding of its properties. The WW spectral region
is defined by the absorption edges of carbon and oxy-
gen (280-530 eV / 2.3-4.4 nm). This region offers a natu-
ral structural contrast based on the high absorption of the
radiation in carbon compared to the high transmission in
oxygen and thus water. This makes the WW particularly
interesting for imaging of biological samples. In addition,
the short wavelength SXR radiation enables a high resolu-
tion on the nanometer scale. The functional contrast of flu-
orescence microscopy perfectly complements the structural
contrast of SXR microscopy allowing the identification of
specifically labeled components.

The SXR microsope is realized in a compact setup (see
Fig. 1) based on a laser produced plasma and utilizes a
zoneplate for imaging. To generate the plasma a nanosec-
ond laser (1064 nm, 2.5 J, 10 Hz) is focussed into a nitrogen
gas stream. This results in a strong line emission at 2.88 nm
with 3× 1011 photons/(sr×pulse). The emitted radiation is
focussed onto the sample by an Ni-coated ellipsoidal ax-
isymmetrical condenser. The sample structure is imaged
onto a CCD by a zoneplate with an outermost zone width
of 33 nm. With this setup we can reach 50 nm half pitch res-
olution demonstrated with a Siemens star test target. The
samples are typically prepared on SiN-membranes with a
thickness of 50 nm.
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Figure 1: Schematic sketch of the correlative microscope
in SXR mode. [1]
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A wide-field fluorescence microscope is integrated into
the vacuum chamber to complement the SXR microscope.
The sample is illuminated through the microscope objec-
tive (MO) used for imaging. The MO is placed on a shared
stage with the zoneplate to allow subsequent imaging with
both modalities without moving the sample. Three differ-
ent fluorescence filter sets are currently available to enable
multi-color imaging. In addition, by exposing the sample
to SXR light while taking fluorescence images, it is possi-
ble to investigate the radiation resistance of different dyes.

Various samples ranging from fluorescent nanobeads to
different cell types were examined to illustrate the capabil-
ities of this microscope. Nanobeads of different sizes and
colors were chosen as a simple test sample. The selection
of samples and suitable preparation techniques was done
in collaboration with biologists from HKI and UKJ. NIH-
3t3 and COS7 cells (different types of fibroblasts) served
as more sophisticated samples. The COS7 cells shown in
Fig. 2 were labeled with two colours: the mitochondria in
red and the actin cytoskeleton in green. The dark structures
are the nuclei of the cells.

20µm

SXR SXR + Fluorescence

Figure 2: Image of COS7 cells. Left: SXR image of two
cells with ≈1 h exposure time. Right: Combined SXR and
fluorescence image. The mitochondria are labelled in red
and the actin skeleton is labelled in green. [1]

In the future this setup will be used to investigate dif-
ferent science cases. Also suitable preparation techniques
developed for electron microscopy will be adapted and op-
timized to allow even more cells types to be used.
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Compton scattering describes the inelastic scattering
of an energetic photon off a free electron. Also the scat-
tering off bound electrons is often treated as Compton
scattering. This is done within the impulse approxi-
mation, where the electron is considered as being free
but with a momentum distribution matching that of the
bound electron. Here we report on an investigation of
the effect of the electron having a three-dimensional
momentum on the degree of polarization of the scat-
tered photon.

Compton scattering is an inelastic scattering process
where part of the photon energy is transferred to the recoil
electron. In the case of scattering from a bound electron,
the binding energy as well as the momentum of the electron
needs to be considered. Often also this scattering process
is treated as Compton scattering if the momentum transfer
in the collision is large compared to the initial momentum
of the bound electron.

In the hard x-ray regime polarization can be measured
with a Compton polarimeter where the anisotropy of the
azimuthal scattering distribution to the polarization direc-
tion of the incident radiation is employed. The polarime-
ter used was developed within the SPARC collaboration.
A spectral resolution of about 1 keV FWHM at a photon
energy of 60 keV can be reached [1]. In more detail, the
method is described in [2]. In 2020 the experiment, con-
ducted by Middents et al.[3], was performed at the P07
beamline of the third generation synchrotron facility PE-
TRAIII of DESY in Hamburg [4]. The synchrotron with a
photon energy of 175 keV was scattered from a thin gold
foil target [3].

In this analysis, the focus was on investigating the
influence of the electron momentum on the polarization of
the Compton scattered photons. Therefore, the polarization
was determined in five different energy windows across
the so-called Compton profile, which describes the shape
of the Compton peak. At the peak center the electron mo-
mentum is approximately 0 and increases along the peak
tails. As can be seen in Fig. 1, there is the indication that
the degree of linear polarization decreases at the tails of
the Compton peak. This would mean that a non-vanishing
electron momentum has an influence on the polarization.
It is worth noting that the statistics drops significantly at
the tails, which leads to higher uncertainties. The nature of
this effect and also the influence of a possible polarization
of the background is subject of ongoing analysis.
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Figure 1: Measured degree of linear polarization (PL) at
five different measurement positions of the Compton po-
larimeter, see [5] for details. In green, the theoretical pre-
diction for Compton scattering off a free electron at rest.
The energy scale is shifted so that the center of the Comp-
ton peak is at 0.
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Over the last two decades, Compton polarimetry of
hard x-rays has proven to be a unique tool to study
spin-dependent and relativistic effects in the realm of
atomic physics at high field strengths. In many of
these measurements, detectors based on doubled-sided
segmented semiconductor crystals have been used as
Compton polarimeters. In the SPARC collaboration,
such studies were performed while relying on the two-
dimensional sensitivity that is provided by their seg-
mentation. We are now also obtaining information on
the penetration depth within the detector crystal to
achieve a three-dimensional reconstruction of Compton
scattering events.

Compton polarimetry is based on the anisotropy of the
azimuthal Compton scattering cross section with respect to
the polarization vector of the incident photon. More specif-
ically, scattering of the photon perpendicular to the incident
photon polarization is preferred while scattering in the par-
allel direction is less likely. Thus, the degree and orienta-
tion of the linear polarization of an incident X-ray beam can
be determined from the emission pattern of a large number
of Compton scattered photons [1]. X-ray detectors consist-
ing of large-volume semiconductor crystals that are seg-
mented into strips both and the front and back side can be
used as highly efficient Compton polarimeters. Combin-
ing the segmentation of both sides results in a pseudo-pixel
structure, where each segment of the detector can act as a
scatterer for the incident radiation and also as an absorber
for the scattered photons, see [2] for details.

The measurement of the incident photon polarization re-
lies on the reconstruction of a large number of Compton
scattering events that occurred within the detector. While
the recoil electron deposes its energy in close vicinity to
the position where the scattering occurred, the scattered
photon is detected at a different position within the crys-
tal. Thus, each segment of the detector crystal acts as a
scatterer and also as an absorber for the scattered photons.
So far, the reconstruction of these events relied on using
the two-dimensional position information provided by the
segmentation, combined with a measurement of the energy
splitting between the scattered photon and the recoil elec-
tron.

Additional information, that is also highly relevant for
the possible use of such detector systems for Compton
imaging [3], could be gained from a measurement of the
penetration depth for each energy deposition event. To this
purpose we investigated the difference in arrival times of
the signals on the segments on the front side and the back
side of the detector crystal. We used a detector consisting
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Figure 1: Top: Distribution of penetration depth measurements
for various incident photon energies, showing cases where all
photons are stopped close to the front surface of the detector crys-
tal. Bottom: Resolution of the penetration depth measurement
as a function of incident photon energy for various measurement
runs.

of a single Li-drifted planar silicon crystal with a thick-
ness of 7 mm. Each side of the crystal is segmented into
32 strips with a pitch of 2 mm giving an active area of
64× 64 mm2. For more details on the detector see [4].

The arrival times of the detector pulses were determined
via the constant fraction discrimination (CFD) function of
MSCF-16-LN modules. The difference in arrival times on
both sides of the detector crystal is determined by the dif-
ferent drift time of holes and electrons as well as the pen-
etration depth. By doing a scan of different penetration
depths, we established the relation between the depth of
the energy deposition to the difference in CFD times.

The results of this procedure are presented in Fig. 1. As
the signal-to-noise ratio improves with larger signals, the
jitter of the CFD timing information decreases for larger
photon energies. This results in an improved resolution for
the obtained penetration depth.
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S-EBIT II is an electron beam ion trap (EBIT) in-
stalled at the slow-ion facility HITRAP at GSI [1]. It
will serve as a local ion source for HITRAP and could
support local experiments like the ARTEMIS g-factor
experiment [2] or the upcoming cryogenic Paul trap
for quantum logic spectroscopy. Furthermore, it can
be used as a standalone experiment for spectroscopy
measurements on highly charged ions. The ongoing
commissioning of S-EBIT II has entered its final stage,
establishment of an electron beam and detection of
trapped highly charged ions.

Along the way, some technical difficulties had to be
overcome. It was found that the so-called bucking coil of
the electron gun did not adequately compensate the mag-
netic field of the trap’s superconducting magnet, which
is necessary for emission and propagation of the electron
beam. Subsequent investigations revealed that parts of the
electron gun assembly were manufactured from incompat-
ible ferromagnetic materials. This lead to the redesign of
large parts of the electron gun, including an increase in the
number of bucking coil windings, as well as measures to
improve cooling, both with the aim to support higher cur-
rents, resulting in a higher magnitude of the compensation
field.

After implementation of these changes, a first stable
electron beam was established. This was a major mile-
stone. Furthermore, the production and storage of highly
charged argon ions in the trap could be validated by taking
the first X-ray emission spectrum, shown in figure 1.

This enabled first experiments on dielectronic recombi-
nation (DR) with argon ions in S-EBIT II. These first mea-
surements focused on DR of Ar12+ to Ar16+. X-ray fluo-
rescence following resonant electron capture was recorded
as a function of the electron beam energy, covering KLL,
KLM, and higher-n resonances.

Subsequent measurements focused on KLL resonances.
The Jena Atomic Calculator (JAC) [3] was used to calculate
theoretical resonance energies and strengths, which were
then used to estimate relative populations of ions in differ-
ent charge states (see figure 2), demonstrating the feasibil-
ity of this approach for trap diagnostics.

During these experiments, the maximum stable electron
current was limited to approximately 0.75 mA, due to tech-
nical limitations of the electron gun, persistent even after
considerable effort put into possible improvements by in-
troducing passive magnetic shielding. Work on a complete
replacement of the electron gun has started.

First electrostatic ion beam optics elements for extrac-
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tion of ions into the HITRAP beamline have been installed.
Other parts of the connection of S-EBIT II to HITRAP have
been prepared for installation.

Figure 1: The first X-ray spectrum obtained with S-EBIT II
at GSI, using an electron beam energy of 8.4 keV. Peak 1
corresponds to the Kα emission of Ar L-shell ions, and
peak 2 corresponds to the Kβ emission of Ar L-shell ions
and Kα emission of Ar K-shell ions.

Figure 2: One-dimensional histogram of fluorescence pho-
tons registered around the KLL DR resonances of Ar-
gon, together with the fitted theoretical DR resonances for
Ar12+ to Ar16+, calculated with JAC.
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The imaging X-ray calorimeter detector onboard
the XRISM satellite observatory will provide high-
resolution X-ray spectra of the active galaxy M87,
which is host to a supermassive black hole (SMBH).
This will provide a sensitive test of our understanding
of how accretion onto a SMBH couples to its galaxy-
scale environment, influencing star formation. The in-
terpretation of these observations critically depends on
the availability of precise rest wavelengths of strong L-
shell transitions in highly charged iron ions. To provide
this data, we performed resonant photoexcitation ex-
periments with the portable compact electron beam ion
trap PolarX-EBIT [1] at the synchrotron light source
PETRA III.

PolarX-EBIT provided a target of trapped iron ions in
various charge states of interest, which were illuminated
by a monochomatized photon beam at beamline P04 of the
PETRA III synchrotron light source. Resonantly excited
X-ray fluorescence was recored while scanning the energy
of incoming photons. Simultaneously, the ASPHERE elec-
tron spectrometer [2] was used to measure kinetic energies
of photoelectrons released from a gold foil illuminated by
the photon beam. This was possible due to the unique off-
axis electron gun of PolarX-EBIT, allowing transmission of
the beam through the trap, and it enabled tracking changes
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Figure 1: Highly charged ions trapped in PolarX-EBIT [1] are illuminated with monochromatized X-radiation provided at
beamline P04 of PETRA III. Resonantly excited fluorescence and ion charge state populations are measured as functions
of the X-ray photon energy. The ASPHERE electron spectrometer [2] allows to track changes in the photon energy.
(Adapted from [3].)

in the photon energy, overcoming limitations in achiev-
able absolute resonance-energy accuracy encountered dur-
ing previous experiments [3]. Data analysis is currently
ongoing.

These measurements expand on previous successful ef-
forts to use PolarX-EBIT to provide valuable atomic data
for the interpretation of astrophysical observations, as
well as for benchmarking latest atomic structure calcula-
tions [4, 5, 6].

The authors acknowledge funding from BMBF through
Project 05K13SJ2, MPG, the NASA Postdoctoral Program,
and the NASA Astrophysics Program. Experimental facili-
ties were provided by DESY.
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Free electron laser facilities, such as the European
XFEL, offer a unique opportunity to explore quan-
tum vacuum nonlinearities, including vacuum birefrin-
gence. Detecting these phenomena requires extremely
strong electromagnetic fields, posing a significant chal-
lenge. One approach to address the high background-
to-signal ratio involves creating a shadow (darkfield)
on the beam axis to detect the signal in this low-
background region. To validate this technique, initial
measurements of this background in the shadow were
conducted at the HED instrument at the EuXFEL.

Theoretical predictions show that in the interaction of
extreme macroscopic electromagnetic fields with the quan-
tum vacuum, namely light-by-light scattering (γγ → γγ),
the vacuum exhibits birefringence, i.e., changing the field
polarization state. The first-order cross section for this
elastic scattering process scale with the center-of-mass fre-
quency ω6

cms. This scaling condition encourages the use of
higher photon energies, such as X-rays. The final experi-
ment is envisioned at HED-HiBEF, with the optimal oppor-
tunity of combining an XFEL probe beam with an intense
optical laser pump beam [1].

The darkfield two-beam scheme creates a shadow by
inserting a well-defined obstacle into the incident beam,
within the converging and expanding beam, while main-
taining a central intensity peak at the focus [1], see Fig. 1.
The main focus of this experiment was to quantify the qual-
ity of the shadow, specifically the background level in the
probe beam.

Figure 1: Layout illustration the darkfield technique [1].

For this campaign, the XFEL photon energy was
8766 eV, with a beam diameter of 400 µm. We created
the shadow using chemically polished tungsten wires with
diameters of 180 µm and 160 µm as obstacles. The beam
was then focused using CRL X-ray lenses, and this focused
beam was subsequently imaged with a second CRL on the
X-ray single-photon camera called Jungfrau, which has a
pixel size of 75 µm. To suppress diffraction and scattering
within the region of interest (ROI), a 80 µm PtIr-pinhole
and tungsten slits were inserted. The slits were opened and
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Figure 2: Darkfield on Jungfrau in one of the runs. This
shows the ROI defined based on the position of the obstacle
for the shadow. The shadow factor (SF) in the white square
as ROI is caluclated. The color bar is the eVs deposited in
each pixel.

fine-tuned to the size of the shadow in the incident beam to
ensure optimal conditions.

Preliminary results, depicted in Fig. 2, illustrate an ex-
ample from a run using a 160 µm polished tungsten wire
to create the shadow. Inserting the obstacles resulted in
a transmission of 23% to the focus. The shadow factor
(SF), defined as the difference in single pixel values with
and without obstacles. The color bar indicates the average
energy deposited per pixel in electron volts. The shadow
factor (SF) measured within the white square, representing
the ROI, yielded 2× 10−7.

The darkfield technique has shown substantial capabil-
ities in suppressing background noise. During this cam-
paign, further improvement in the shadow factor (SF) was
achieved through techniques like channel cuts to suppress
polarized background photons. Achieving a shadow fac-
tor of approximately (SF = 10−13) is crucial for detecting
photons with flipped polarization induced by quantum vac-
uum birefringence. This goal can be reached by enhancing
setup components such as obstacles, slits, and detectors.
Initial results are promising for achieving these advance-
ments.

The authors wish to acknowledge the close collabora-
tion and support received from the Helmholtz International
Beamline for Extreme Fields (HiBEF) consortium.
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1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2IOQ, FSU Jena; 33Institut für Physik, Johannes Guten-

berg–Universität Mainz

The negative ions laser photodetachment project
aims to use the element selectivity of photodetachment
to suppress isobars in high sensitive mass spectrometry.
A dedicated ion beam cooler will be used to efficiently
deplete the unwanted isobars via interaction with tune-
able lasers. In 2023 the main focus was on the installa-
tion of a sputter ion source for the production of nega-
tive ions.

In the LISEL setup photodetachment of negative ions
will be used to improve the sensitivity of mass spectrom-
etry [1]. The negative ions will be produced by a sput-
ter ion source, where cesium vapour is ionized on a hot
ionizer. The resulting positive cesium ions will be aceler-
ated towards a solid target where atoms will be released
by the bombardement with the keV cesium ions. Some of
the atoms pick up an electron from the surrounding cesium
vapour and subsequently accelerated towards an extraction
electrodes [2]. The resulting beam with a maximum kinetic
energy of 30 keV will be focussed by an Einzel lens. After
mass separation by a 90° double focusing sector magnet the
ions will enter the ion beam cooler where they are slowed
down and overlapped with the laser beam. A sketch of the
sputter ions source with extraction and Einzel lens is shown
in Fig. 1.

Figure 1: CAD sketch of the sputter ion source with the
extraction electrode and the Einzel lens. The cooled target
is mounted in front of the hot ionizer. The sample is pressed
into the hole in the front of the target holder where it is
exposed to the cesium ions from the ionizer. The sputtered
atoms pick up electrons from the cesium vapour and are
accelerated towards the extraction electrode.
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Figure 2: The sputter ion source mounted on the beamline.
The electronics and power supplies reside in a high voltage
cage below the ion source. The cooling of the target and
the flange is realised from ground potential by a dedicated
dielectric fluid.

The sputter ion source is installed on a high voltage deck
together with the required power supplies for the ionizer,
the cesium oven and the cathode voltage. The control of
the devices is integrated in the Beckhoff control system of
the LISEL setup. The ionizer is heated to about 1400 K
which requires cooling of the target and the support flange
of the ion source. A dedicated cooling system has been de-
velopped which uses a special cooling liquid with a high di-
electric strength of more than 30 keV (Thermasafe R from
DCX, Poland).

This project is supported by funding from the German
Ministry of Science BMBF, joint project 05K2019
– LISELatDREAMS and joint project 05K2022 –
ELISEatIBC.
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We have developed a method to deduce the energy
evolution of a captured ion ensemble in a Penning trap.
By careful control of the ion capture process we could
achieve fast cooling of the ions’ centre-of-mass energy
and have reduced the residual energy to a minimum.

Experiments with ensembles of highly charged ions in
Penning traps typically have the demand for externally pro-
duced ions which are then captured in the trap. The ions are
typically produced in an Electron-beam Ion Trap (EBIT)
providing high energetic ions which have to be decelerated
and cooled to conduct precision experiments with the ions.
An established technique to cool ions is resistive cooling.
Using this technique, typically the axial ion motion is cou-
pled to a resonant circuit where the energy is dissipated
by the real part of the resonator’s impedance. Unfortu-
nately, only the centre-of-mass motion of the ions can be
addressed by the resonator, while the uncorellated motion
of the ions with respect to each other can be cooled only
indirectly by energy transfer to the centre-of-mass motion.
The whole ion ensemble can be described by three different
energies: the centre-of-mass energy (Ecm), the uncorrelated
axial energy (Eax) and the radial energy (Er).
Between the three energies there is a persistant energy ex-
change described by following set of rate equations:

dEcm

dt
= −γcool(Ecm − kBT0) + γax

(
1

N − 1
Eax − Ecm

)
dEax

dt
= −γax

(
1

N − 1
Eax − Ecm

)
− γr

(
Eax −

N − 1

2N
Er

)
dEr

dt
= γr

(
Eax −

N − 1

2N
Er

)
, (1)

where the prefactors γcool, γax, and γr are the energy trans-
fer coefficients of the system. The parameter γcool is the
cooling factor of the centre-of-mass motion and is directly
connected to power dissipation of the system. The evo-
lution of the centre-of-mass energy is monitored using a
normal-conducting resonator which is connected to two
electrodes places symmetrically to the trap centre. The de-
tailed setup is described in [1].

Initially, the centre-of-mass motion is cooled fast which
is represented by the fast descending ion signal in figure
1a). After 200ms, the ion signal is almost constant. The
level of the ion signal is proportional to the energy in the
axial uncorrelated motion. From these so-called cooling
curves we can characterise the ion bunch upon capture and
determine the number of stored ions, the initial centre-of-
mass energy as well as the final axial energy. The coeffi-
cients given in equation 1 are deduced by fitting the three
rate equations to the aquired ion signal. Measuring the ions
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Figure 1: a)Time-dependence of the signal of trapped ions.
The power level is proportional to the centre-of-mass en-
ergy. The fit function corrsponds to the rate equations in
equation 1. b) Radial ion distribution acquired with a spa-
cial sensitive MCP detector. [1]

off resonance one can also determine the energy transfer to
the uncorellated motion, exclusively [2]. As the final ax-
ial energy is a measure for the spatial distribution in the
axial direction we can deduce the ion density in the trap
centre from this energy in combination with the knowledge
of the radial profile of the ion cloud (figure 1b) measured
with a spatial sensitive micro-channel plate with phospho-
rus detection anode. Finally, we have been able to store
20.000 Ne8+ ions in the trap and confined then to a density
of 1×105 mm−3. This value is sufficiently high to perform
experiments with high intensity laser systems with ion pro-
duction rates of several hundreds per minute.
Beside our experimental setup, this technique can be used
in any other Penning trap experimental setups to obtain
ion ensembles with low centre-of-mass energy. We will
combine the dense ion plasma with the strong laser Jeti200
to perform laser ionisation experiments with hydrogen-like
ions up to neon. From the aquired data we will be able to
reconstruct the intensity in the laser focus.
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The investigation of the atomic structure of heavy
ions allows to probe the interplay of the effects of QED,
relativity as well as electron-electron interactions in
strong fields. He-like uranium poses the heaviest nat-
urally occurring, simplest multi-electron system, and
is therefore an ideal study subject to put theoretical
predictions on the test. However, in contrast to low-Z
systems, experimental data on high-Z systems is very
scarce due to the technical challenges posed by heavy
systems. In this context, we present data from an exper-
iment where novel microcalorimeter detectors where
employed at the CRYRING@ESR electron cooler to in-
vestigate the spectral emission of U90+. This allowed us
to extract for the first time experimentally the E1/M2
branching ratio of transition from the excited 2p3/2

3P2

state of a heavy He-like system.

Figure 1: Experiment-based branching ratio, showing the relation
of the E1 and M2 transition rates from the 3P2 state, compared to
theory of [5].

The experiment was conducted at the electron cooler
of the CRYRING@ESR, see [1] for details. There ex-
cited U90+ ions were formed via radiative recombination
of cooler electrons with a stored U91+ beam. The photons
emitted during the radiative decay of the excited ions were
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then detected under 0◦ and 180◦, using two novel metal-
lic magnetic calorimeter (MMC) detector systems [2]. De-
tection of the U90+ ions by a particle counter behind the
first dipole magnet downstream from the electron cooler
enabled suppression of background radiation via setting of
a coincidence conditions between photons and ions [3].

The 2p3/2
3P2 state in He-like systems mostly decays

via the ∆n = 0 E1 transition into the 2s1/2
3S1 or via M2

transition into the ground state. For light systems, the E1
transitions is dominant, with the relative importance of the
M2 transition increasing as the atomic number Z increases.
After M2 overtaking the E1 rate at Z = 19, however, at
Z = 38 the behaviour reverses, so that the E1 transition
is becoming more relevant again with further increasing
Z [4].

Due to the excellent spectral resolution of the MMC de-
tectors (< 100 eV FWHM), we were able to disentangle
the x (from 2p3/2

3P2) and z (from 2s1/2
3S1) transitions

into the ground state. From their relative intensities we
performed an indirect determination of the aforementioned
E1/M2 transition rate ratio. This is the first experimental
determination of this quantity in a heavy He-like system.
In Figure 1, a preliminary value of the E1/M2 ratio is pre-
sented in comparison to calculations by Johnson et al. [5].
Reasonable agreement is found. The final result, contain-
ing also an uncertainty estimation, will be subject of an
upcoming publication.

This research was conducted in the framework of the
SPARC collaboration, experiment E138 of FAIR Phase-0
supported by GSI. We acknowledge support by the ERC un-
der the European Union’s Horizon 2020 research, by the
innovation program (grants 824109 ‘EMP’) as well as by
ErUM FSP T05 - ”Aufbau von APPA bei FAIR” (BMBF
grants 05P19SJFAA and 05P19VHFA1).
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In November and December 2023 an experiment on
dielectronic recombination on Ne3+ was performed at
CRYRING@ESR. We used the unique experimental
conditions of the electron cooler to measure low-energy
resonances of this astrophysically relevant ion species
in merged-beam configuration. The experiment is part
of an ongoing programme of astrophysically motivated
DR measurements on light ion species.

Dielectronic recombination (DR) is a resonant electron
capture process in which one electron is captured form the
continuum into an atomic bound state while a second, al-
ready bound, electron is raised to a higher energy level. As
a resonant process it is an important factor in determining
the charge-state balance in plasmas. Theoretical prediction
of DR rates is quite reliable for higher energies but has been
shown to be unreliable for lower energies in the region of a
few eV and below [1]. Accurate recombination rates for a
light ion species in low charge states can provide valuable
data for modelling cold plasma environments like plane-
tary nebulae. Recombination experiments at the electron
coolers of ion storage rings are an established and highly
useful method to obtain recombination data for different
energy regimes [2]. Since neon is one of the most abun-
dant elements in the universe we proposed a measurement
of low-energy DR on Ne3+.

Figure 1: DR measurement setup at the electron cooler.

The experiment was carried out at the CRYRING@ESR
ion storage ring at GSI in Darmstadt. At the ring’s elec-
tron cooler, an ultra-cold electron beam can be merged with
the circulating ion beam and recombination observed in
merged-beam configuration. The low temperature of the
electron beam enables high-precision measurements of DR
using a dedicated setup to change the electron energy in
discrete steps. The down-charged ions are detected by a
scintillation particle detector placed behind the ring dipole
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Figure 2: ∆n=0 DR spectrum for Ne3+ + e− → Ne2+.

directly following the electron cooler section. In this posi-
tion the product beam – owing to the altered charge state –
is well separated from the stored beam. Figure 1 shows the
measurement setup.

We were granted 10 days of beamtime in Novem-
ber/December 2023 and were able to measure DR reso-
nances in the low-energy. Some of the results are shown
in Figure 2. Ne3+ is an ion in a N-like configuration and
recombines into O-like Ne2+. We note that Ne3+ shows
some very strong, low-lying DR resonances at energies be-
low 0.5 eV with expected merged-beam recombination rate
coefficient almost as strong as near the series limit. This
group originates from a 2s22p3 2DJ 5l transition set. The
light grey area shows the AUTOSTRUCTURE theoretical
calculations taking modelled field ionisation effects into ac-
count.

Detailed analysis of the data is currently ongoing and
we have since been able to complete another measurement
– on S3+ – which also falls within our programme of astro-
physically motivated DR experiments.
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Based on our previous studies in strong-field laser
physics, we continued with improving the liquid metal
ion sources (LMIS) and their source substances, with a
view to further studies of laser-ion interaction. The dis-
sociation of molecular ions and the generation of higher
charge states are of special interest. We began applica-
tion research for these brilliant ion sources. This in-
cludes the development of flexible ion emitters and a
better adaption to other ion optics.

We have improved the preparation of the ion emitters
for LMIS [1] and the accuracy of their mounting and mi-
croscopic fine adjustment in the source housing relative to
the ion optical axis of the further optical elements. For the
preparation of the source feed materials we used a vacuum
induction furnace to melt the components and to form a
eutectic system, in this case Au82Si18.

For the strong-field laser experiments, we used the high-
brightness LMIS to the ion laser system for 3D coinci-
dence momentum spectroscopy (Fig.1). With a Wien fil-
ter in the beamline, different ion species could be selected:
Si+, Si2+, Au+, Au2+, Au+2 , Au+3 and Au2+3 . Monoatomic
and noble metal molecular ions can be used to carry out
studies on the ultrafast laser-induced fragmentation and
ionization.[2]

Fig.2(a) shows the emitter needle wetted with a molten
Au-Si alloy. In Fig.2(b) are shown the different ionization
processes in the plasma in front of the Taylor cone. In con-
sideration of these processes with different charge states,
masses and molecules, it is remarklable that such steps with
high stability can occur (Fig.3). This result could open up
the possibility of a controlled and defined pulsating field
emission of the brilliant LMIS.

Our results show that LMIS makes accessible a broad
range of ion species for experiments in strong-field physics.
Further possible applications of LMIS will be, for example,
the provision of ions for EBIT.

The authors acknowledge funding from the Deutsche
Forschungsgemeinschaft (Priority program 1840). We
thank the IBC at HZ Dresden-Rossendorf e.V. for support
at the earlier experiments.
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Figure 1: Femtosecond laser pulses are focused onto a 8
keV ion beam of the LMIS. The dissociation fragments are
detected by a time-and position-sensitive detector.[2]

Figure 2: (a) Ion emitter wetted with a liquid alloy and the
tungsten needle tip. (b) Liquid protrusion on top of the
needle tip, formed by the electric field in nm-dimensions
and with different ionization processes. [3].

Figure 3: Adjustable stable ion current emitted from the
LMIS by stepwise variation of the extraction voltage, with-
out any additional stabilizing or suppressor electrode or
electronics. Extr. volt.: 7 kV-6.5 kV. Heater curr.: 6.4 A.

[2] B. Ying, et al., J. Phys. B: At. Mol. Opt. Phys. 54 (2021)

[3] D. R. Kingham, L. W. Swanson, (1984). J. de Physique, C9
Suppl. 12, C9-133.

61



Theory



Two-beam laser photon merging

Chantal Sundqvist1,2 and Felix Karbstein∗1,2

1Helmholtz Institute Jena, Germany; 2Theoretisch-Physikalisches Institut, FSU Jena, Germany

Quasi-elastic scattering processes have long been
thought of providing the most promising signal for a
first experimental detection of quantum vacuum non-
linearity. A prominent example of such a process is vac-
uum birefringence. However, these signals are typically
strongly background dominated. This problem can be
circumvented by inelastic scattering processes. In this
study, we investigate the inelastic process of laser pho-
ton merging in the collision of just two laser pulses un-
der a finite angle, which provides signal photons of a
distinct frequency outside the frequency spectrum of
the background. As a key result, for the example of
two laser beams of the same oscillation frequency we
demonstrate that by using high-intensity optical lasers
and choosing an optimal collision angle, photon merg-
ing should become accessible in experiment with state-
of-the-art technology. In this case three frequency ω
laser photons are merged to a single 3ω photon.

The nature of the quantum vacuum is governed by quan-
tum fluctuations allowing electromagnetic fields to inter-
act nonlinearly by the coupling to virtual electron-positron
pairs [1]. However, these effective couplings are para-
metrically suppressed by powers of | ~E|/Ecr and | ~B|/Bcr

with the critical electric (magnetic) field strength Ecr '
1.3 × 1018 V/m (Bcr ' 4 × 109 T). This has so far pre-
vented the direct observation of quantum vacuum signa-
tures under controlled laboratory conditions. With ongoing
advances in laser technology and the building of new ded-
icated high-intensity laser facilities, a particularly promis-
ing route to an experimental verification of quantum vac-
uum nonlinearity is provided by all-optical pump-probe
type setups. The attainable photonic signatures in this type
of experiment can be divided in two main classes, namely
quasi-elastic and manifestly inelastic processes.

Quasi-elastic processes depend only on the oscillation
frequency of one of the driving beams. This results in
signal photons with kinematic properties very similar to
the probe photons. Generically, quasi-elastic processes
provide satisfactory large signal photon numbers which
however contend with the large background of the driving
lasers. Typically, inelastic processes are suppressed rela-
tively to elastic ones. On the upside, the emission direction
and energy of the signal photons arising from these pro-
cesses often differ significantly from those constituting the
driving laser beams.

So far, the great potential of inelastic quantum vac-
uum signatures for all-optical experiments has mainly been
exemplified in scenarios involving more than two laser

∗f.karbstein@hi-jena.gsi.de

Figure 1: Sketch of the collision geometry. The wave vec-
tors of the two colliding laser pulses are ~k1, ~k2. The col-
lision takes place in the xz-plane under a collision angle
ϑcoll. The wave vector of the signal photons is ~k and pa-
rameterized by the angles ϕ, ϑ.
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Figure 2: Angular distribution of the 3ω signal for the col-
lision of two HPLS pulses at ϑcoll ≈ 50.2◦.

beams. In Ref. [2], we provide a thorough analysis of
the effect of laser photon merging in the collision of just
two laser pulses at zero impact parameter. To this end, we
analyze the emission characteristics of the merged signal
photons in a scenario envisioning the collision of two laser
beams under a finite angle; see Figs. 1 and 2.

This work has been funded by the DFG under Grant No.
416607684 within the Research Unit FOR2783/2.
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Modern high-intensity laser facilities allow to plan
and perform first light-by-light scattering experiments
which require higher accuracy theoretical predic-
tions and investigation of high-dimensional parameter
spaces. To meet those requirements, we use numerical
simulations and Bayesian optimization to maximize the
quantum vacuum signal. We find the optimal waist sizes
for beams with elliptic cross sections and determine the
origin of discernible signature in a coherent harmonic
focusing scenario.

According to strong-field QED, a high-intensity electro-
magnetic field in vacuum acts as a nonlinear medium which
might alter frequency, wavevector and polarization of in-
coming photons. For currently available laser technology
the total signal is weak (only a few photons) compared
to huge laser background. This motivates the search for
optimal collision configurations resulting in promising dis-
cernible signatures that could be potentially detected in the
experiment. Theoretical studies provided many insights but
they are limited by the use of simplified beam profiles. Us-
ing numerical Maxwell solvers helps to overcome this lim-
itation but requires a lot of computational resources.

In the vacuum emission picture [1], the zero-to-single
photon (with wavevector k, energy ω = |k| and polariza-
tion vector ϵµ(p)) transition amplitude is given by

S(p)(k) =
ϵ∗µ(p)(k)√

2k0

∫
d4x eikνx

ν

jµ(x)

∣∣∣∣
k0=ω

, (1)

where
jµ(x) = 2∂ν ∂LHE

∂F νµ
(2)

is the signal-photon current generated by the external
macroscopic electromagnetic fields Fµν and LHE is the
Heisenberg-Euler Lagrangian.

To calculate the quantum vacuum signal, we use the
numerical code “VacEm” [2] that employs 1) a linear
Maxwell solver describing the dynamics of the external
electromagnetic field and 2) the vacuum emission picture
defining the transition amplitude in Eq. (1). By comparing
the signal photon spectrum with the laser background we
calculate the total discernible signal and maximize it with
the help of Bayesian optimization.

Figure 1 shows grid simulation and optimization results
for the collision of two optical pulses. The probe has vari-
able elliptic waist sizes (µx,y) defining the 2-dimensional
parameter space. In general, one has to study the full pa-
rameter space to find the true optimum (cf. white dashed
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Figure 1: Number of discernible signal photons as a func-
tion of the two independent waist sizes for a probe with
elliptic cross section. The results presented here are for
two beams (energy W = 25 J, duration τ = 25 fs each) of
frequency ω0 colliding at an angle of ϑcol = 160◦. Pump
(probe) has circular (elliptic) waist with constant (variable)
value. The dashed white lines mark the one-dimensional
parameter regions studied in [3], green squares correspond
to optimization trials, and the red star highlights the opti-
mal waist size found from optimization. Figure is adapted
from Ref. [4].

lines in Fig. 1). However, already for two free parame-
ters the grid scan requires a lot of computational resources:
9x9 parameter grid resulting in 81 simulations compared to
only 24 simulations with optimization.

In [4] we study the collision of beams with elliptic cross
sections in more detail, benchmarking the optimization
procedure and demonstrating its advantage over the grid
scan simulations. Additionally, we showcase how opti-
mization could be used to efficiently test hypotheses in the
coherent harmonic focusing scenario.

We developed the package [5] to obtain the results pre-
sented in the article.
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We implement the equation of motion of the large-N
Gross-Neveu model from strong interaction physics in
photonic waveguide arrays and study one of its paradig-
matic multi-fermion bound state solutions in an optical
experiment. The present study constitutes an important
first step towards waveguide-based simulations of phe-
nomena relevant for high-energy physics.

In recent years, earlier speculations about the existence
of new states of fermionic matter in the form of inhomo-
geneous phases where translational invariance is sponta-
neously broken have turned into a firm theoretical predic-
tion for certain low-dimensional, exactly solvable field the-
ories such as the Gross-Neveu model [1]. Similar phenom-
ena have been predicted and extensively studied in a wide
variety of research fields, ranging from condensed-matter
systems, via ultracold atomic gases and nuclear physics to
quark matter at highest densities.

Figure 1: Phase diagram of the theory. New states of mat-
ter characterized by S(x) 6= const. arise for small temper-
atures [4].

Modern optics and photonics is driven by the fact that
photons can be coherently controlled in space and time at
the highest precision level. This goes hand in hand with
recent developments in precision fabrication and design of
optical systems. A prominent example is given by waveg-
uide arrays [2] that can be designed as photonic analogues
of systems governed by complex wave equations, including
even quantum mechanical equations such as the relativistic
Dirac equation. Appropriately designed photonic waveg-
uide arrays with alternating refractive indices of adjacent
lattice sites have already proved their capability to emu-
late a variety of relativistic phenomena. Since the Dirac
equation governs the dynamics of almost all known matter
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(c)

(d)

Figure 2: (a) Experimental light dynamics in the photonic
structure. Clearly, the beam is localized, which emulates
the valence state in the GN model. (b) Numerical confirma-
tion of the experimental results. (c) Normalized refractive
index of the individual waveguides (blue) and correspond-
ing scalar potential (red). (d) Eigenvalue diagram of the
implemented photonic structure. Clearly, the GN valence
state at the kink is visible in the middle of the gap (in red).
Besides, the photonic structure supports two additional lo-
calized states at the edge of the band gap (also in red).

particles in the universe at the microscopic level, photonics
has the potential to explore states of fermionic matter in an
unprecedented way.

In Ref. [3], we present a photonic emulator for the
physics of relativistic fermion systems and apply it to the
massless Gross-Neveu model in the large-N limit [1]. Re-
markably, at low temperatures T the latter favors a ground
state where translational symmetry is spontaneously bro-
ken. This manifests itself in a spatially inhomogeneous
scalar condensate, or equivalently a coordinate dependent
fermion mass; see Fig. 1. As exact solutions are available
for both the condensate shape and the full Dirac spectrum
[4], one of those can be used as a paradigmatic example for
mapping the Dirac equation in an inhomogeneous conden-
sate onto photonic waveguide arrays; see Fig. 2.

This work has been carried out within the framework of
the ACP Explore project “Enlightning New States of Mat-
ter” of the Abbe Center of Photonics (ACP).
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We propose a laser resonance chromatography
(LRC) experiment on 229Th3+, with the goal of de-
tecting the ion’s electronic ground 5f 2F5/2 state and
metastable 7s 2S1/2 state by means of their ion mobil-
ities in He. To this end, we first accurately model the
ion-neutral interaction potentials for the two electronic
states. The interaction potentials are used to simulate
the state-specific reduced ion mobilities in terms of the
operating temperature and the external electric field.
The ion mobilities differ by more than 7% at 300 K
and moderate field strengths; thus, separation of the
229Th3+ metastable state lies within the reach of LRC
experiments targeting optical probing and monitoring
of the nuclear clock transition in this isotope.

229Th3+ is nowadays considered the most promising
candidate for a nuclear clock of unprecedented accuracy
based on a low-lying and relatively long-lived nuclear tran-
sition from the nuclear isomer state at about 8.338(24)
eV. This charge state features a relatively simple electronic
structure that enables closed two- and three-level systems
for laser-probing and cooling at the same time, and ex-
hibits a laser-accessible 7s 2S1/2 metastable state and with
1s lifetime immune to field-induced frequency shifts. Due
to these features, laser-pumping schemes were proposed to
populate the 7s 2S1/2 electronic state and exploit it to mon-
itor the nuclear clock transition [1].
Here, we theoretically explore the application of Laser Res-
onance Chromatography (LRC) [2] for fast laser probing of
a single isolated 229Th3+ ion in the 7s 2S1/2 electronic state
without the need for fluorescence detection. LRC specif-
ically targets the investigation of heavy and superheavy
ions, and characterizes them by means of their transport
properties in buffer gases. A LRC experiment consists of
a spectroscopic step, where the ions are laser-excited to a
dark long-living metastable state, and a chromatographic
step, where the ions in the ground and metastable states
are driven through a drift tube filled with a He buffer gas
and separated by means of their different transport proper-
ties (drift times). In particular, we propose to use LRC to
separate the electronic 7s 2S1/2 state of 229Th3+, by simu-
lating the chromatographic step of the experiment. To this
end, accurate ion-atom interaction potentials for the two
aforementioned electronic states were computed and used
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Figure 1: a) Reduced mobilities of the 229Th3+-He dimer
in the ground 5f 2F5/2 state (full lines) and metastable 7s
2S1/2 state (dashed lines) as a function of the reduced elec-
tric field; b) relative difference between the reduced zero-
field mobilities of the ground and metastable states as a
function of the reduced electric field. The reduced ion mo-
bilities are reported for four operating temperatures: 100 K
(blue lines), 200 K (green lines), 300 K (orange lines) and
400 K (red lines).

to calculate the state-specific reduced (standard) ion mo-
bilities over a wide range of gas temperatures and external
electric field strengths, to determine the operating tempera-
tures and field strengths that ensure state-separation. The
state-specific reduced ion mobilities differ by more than
7% in a temperature and reduced electric field ranges be-
tween 300 and 400 K, and 18 and 28 Td (1 Td = 10−17

Vcm2), respectively, as shown in Figure 1. These bound-
ary conditions suit the operability of LRC and should en-
able effective state-separation, albeit further experimental
investigations are needed to quantify collisional quenching
rates of the metastable state. Our investigation shows that
LRC is a suitable technique to characterize the 7s 2S1/2

electronic state that is needed for the interrogation of the
229Th nuclear clock transition, and, thus, may be integrated
with experimental facilities devoted to the investigation of
Th-based nuclear frequency standards.
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Intensities in the neutral thulium emission series
originating from a common upper level are measured
using a Fourier transform spectrometer. The derived
relative transition probabilities within each series are
compared to the theoretical predictions obtained from
large-scale calculations that combine configuration in-
teraction with many-body perturbation theory. Our
theoretical results well describe the current measure-
ments and show no more than a two-fold difference
from previous experimental data on absolute transi-
tion probabilities. Additionally, Landé g factors, hyper-
fine structure constants, and atomic electric quadrupole
moments for several levels of interest are computed and
compared to experimental observations, where avail-
able.

In this study, we analyze the FT spectrum of neutral
thulium within the visible spectral range. From this spec-
trum we determine the relative intensity distributions in
branches that originate from a common upper level. In
our current investigation we identify new branches that
were not reported in Refs. [1, 2]. Our experimental find-
ings are compared to theoretical outcomes derived using
a method that combines the configuration interaction with
many-body perturbation theory [3, 4]. As a result of these
large-scale calculations, we obtain predictions for level
energies, Landé g factors, hyperfine structure constants,
probabilities of electric dipole transitions, and atomic elec-
tric quadrupole moments. To check the predictive power
of the theory, we compared the respective characteristics
with their experimental values available from previously
published sources. Such comparisons are very important
for further developing theoretical approaches for ions with
complex electronic structure, in particular those with an
open f -shell. Accurate predictions of the transition prob-
abilities in elements with complex electronic structure are
of current interest in astrophysics [5].

In Fig. 1 relative intensity distributions in two series of
lines originating from common upper levels are presented.
The experimental and theoretical results are reasonably
consistent with each other and align with the expectations
of a simplified one-electron model. For example, consider
the series with the upper level (4f13(2F o

7/2)6s7s(
3S1))

o
9/2

at 32 217.195 cm−1 (panel (a)). The strongest transition
corresponds to an effectively one-electron 7s → 6p tran-
sition, while conserving the total angular momentum J .
Following that, the second strongest transition is also the
same one-electron transition but with a change in J from
9/2 to 7/2. The weaker transitions involve effectively two-
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Figure 1: Comparison of experimental and theoretical in-
tensity distributions of emission lines originating from a
common upper level at energies: (a) 32 217.195 cm−1, and
(b) 35 682.251 cm−1.

electron processes: (7s, 4f) → (6s, 5d) transitions. The
full set of experimental and theoretical data can be found
in [6].
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The Coulomb excitation of target atoms by
Laguerre–Gaussian ionic wave packets has been
theoretically studied. The general expressions for
the total excitation probability and the alignment
parameter of an excited atom were derived in
the framework of the non–relativistic first–Born
approximation. Special attention is paid to the effect
of an orbital angular momentum (OAM) projection of
projectile ions on the population of magnetic sublevels
of an excited atom and, consequently, on the angular
distribution of fluorescence radiation. It was shown
that both of these characteristics are very sensitive to
the OAM projection carried by the projectile ions.

Investigations of vortex states of light and matter have a
rich history of more than thirty years. Particles, prepared
in such states, can carry a non–zero projection lOAM onto
their propagation direction. A number of studies have
been done during last few decades on vortex states of
photons [1], electrons [2], neutrons [3], atoms and even
molecules [4]. A natural extension of the above-mentioned
research is positively–charged ions in accelerators and
storage rings. The OAM projection of vortex ions will
provide an additional degree of freedom for collision
studies in atomic physics. However, the realization of such
experiments requires the development of techniques for
production and diagnostics of vortex ions. The analysis
of fundamental atomic processes, induced in collisions
with vortex ions can give us a promising approach for the
OAM–diagnostics. For this reason we present theoretical
studies of the Coulomb excitation of a hydrogen atomic
target by Laguerre–Gaussian [5] protons to demonstrate
the sensitivity of the characteristics of this process to the
OAM projection and, as a consequence, the possibility of
its application to verify ion beam vorticity.

In our study, we focus on the 1s → 2p excitation
of hydrogen atoms due to the Coulomb interaction with
Laguerre–Gaussian projectile protons, H(1s) + H+

LG →
H(2p)+H+. We showed that in this process the anisotropy
of the 2p → 1s emission is rather sensitive to the lOAM

of projectile ions. This sensitivity is reflected by the
OAM–dependence of the effective excitation cross section
σ̃tot and the effective alignment parameter Ã20, that is
displayed in Fig. 1. The most pronounced anisotropy
of fluorescence emission can be observed for Coulomb
excitation of the hydrogen target by protons, carrying the
OAM projection lOAM = 4, for which Ã20 = −0.9240.
In contrast, the excitation of the macroscopic hydrogen
target by the Gaussian beam with lOAM = 0 leads
to the effective alignment Ã20 = −0.6229 and, hence,

Figure 1: Effective excitation cross section σ̃tot (top
panel) and alignment parameter Ã20 (bottom panel) for the
macroscopic hydrogen target, bombarded by the LG proton
wave packet with the energy Tp = 5 MeV/u and transverse
width σ⊥ = 100 a.u. Results are presented for various
OAM projections.

to a weaker anisotropy of the radiation pattern. This
variation of the 2p → 1s angular distribution for different
OAM projections can easily observed with the modern
detectors and can open a very promising avenue for the
diagnostics of vortex ion beams in accelerator and storage
ring experiments
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Strong-field ionization is fundamental for studying
the complex dynamics in atoms, molecules, and solids
under intense optical fields [1]. Progress in laser tech-
nology has enabled the generation of few-cycle pulses,
vital for examining ultra-short scale dynamics. These
pulses affect the photoelectron momentum distribution
(PMD), which varies with pulse shape and carrier-
envelope phase (CEP). By applying the strong field ap-
proximation (SFA) or Keldysh-Faisal-Reiss (KFR) the-
ory [2, 3, 4], we analyze the interference in PMD and
ionization spectra caused by the short few cycle intense
pulses.

The Volkov state, denoted by χp(r, τ), provides an
approximation for the quantum state of a charged parti-
cle under the influence of an external laser field. The
expression for the Volkov state is given by χp(r, τ) =
(2π)−3/2e−iSv(τ)eip·r, where p represents the momen-
tum of the particle, r is the position vector, and τ is
the time variable. Here, Sv(τ) represents the Volkov
phase, which accounts for the interaction between the
particle and the laser field, and is defined as Sv(τ) =
1
2

∫ τ
dt′ [p+A(t′)]

2, with A(t′) being the vector poten-
tial of the laser field at time t′. This phase factor incorpo-
rates the effects of the electromagnetic field on the parti-
cle’s dynamics. The Volkov phase Sv(τ) for a circularly
polarized pulse with sin2 envelope can be succinctly ex-
pressed as [5]:

Sv(τ) = ϵpτ +
A2

0

4

∫ τ

dt′f2(t′)

+
1∑

j=−1

Ajp sin θp√
2

∫ τ

dt′ cos(ωjt
′ + β),

(1)

where β = ϕcep − Λφp and ϵp = p2

2 . The terms rep-
resent contributions from the asymptotic energy, the elec-
tron’s ponderomotive energy within the laser pulse, and the
momentum due to interaction with the laser’s frequency
components (ωj), referred to as the envelope energy and
nonlinear response, respectively.

As shown in Figure 1, the energy and momentum distri-
butions for laser pulses of 2, 4, and 8 optical cycles are pre-
sented. This visualization includes the ionization spectra,
characterized by peaks corresponding to concentric rings at
pz = 0 within the PMD. Notably, the spectrum’s extrem-
ities, represented by the innermost and outermost rings,
show photoelectrons at their minimum and maximum ki-
netic energies, typically appearing with lower probabilities.
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Figure 1: Ionization spectra and PMD for sin2 driving
laser pulses across 2, 4, and 8 optical cycles (left to right
columns).

The most prevalent features in these distributions are pho-
toelectrons with kinetic energies that are neither minimal
nor maximal.

Subsequent examination of the PMD in Figure 1 indi-
cates a trend where increasing the number of optical cycles
leads to a fading of the inner rings and an expansion of
the outer rings. This behavior is mirrored in the ionization
spectra, where the rings not only broaden but also develop
subtle oscillations at higher photoelectron energies as the
pulse cycle count rises. This phenomenon can be eluci-
dated using Eq. 1, which explains that increased photoelec-
tron momentum (p) enhances the nonlinear effects due to
electron interactions with fundamental frequencies, while
these interactions are negligible at lower momenta. This re-
sults in peak broadening in the ionization spectra, attributed
to electron interference with the fundamental frequencies.

This research has received funding from the Research
School of Advanced Photon Science (RS-APS) at the
Helmholtz Institute Jena, Germany.
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Here, we report a joint theory-experiment investiga-
tion using laser-induced electron diffraction to explore
their interplay arising from interaction with the poten-
tials of two-hole states of the xenon cation. With the
constructed electron-hole potential, we apply the quan-
titative rescattering model to calculate the photoelec-
tron momentum distributions (PMD) for high-order
above-threshold ionization of xenon using 40-fs laser
pulses with a central wavelength of 3100 nm and a peak
laser intensity of 6× 1013 W/cm2. The simulated PMDs
describe well the features of the measured angular dis-
trubtions of photoelectrons. Moreover, we identify the
contributions of these time-evolving hole states to the
angular distribution of the rescattered electrons, par-
ticularly noting a distinct change along the backward
scattering angles.

Laser-induced electron diffraction (LIED) has been es-
tablished as a powerful alternative to conventional elec-
tron diffraction for recent reviews. The technique relies
on the laser-driven elastic rescattering of a photoelectron
emitted by strong-field ionization, which gives rise to high-
order above threshold ionization (HATI), the basic strong-
field phenomenon underlying LIED. The rescattering pro-
cess provides LIED with two interesting properties: first,
an ultrahigh current density, allowing imaging on the sin-
gle molecule level; second, perfect synchronization be-
tween ionization and scattering events, allowing (attosec-
ond) time-resolved experiments.

In this work, we consider the Xe atom. The ground state
of the Xe cation has two fine-structure components: the
2P3/2 and 2P1/2 that are separated by ∆ESO = 1.3 eV due
to the spin-orbit interaction. Both ion states are coherently
populated by tunnel ionization, thus creating a wave packet.
As the spin-orbit wave packet evolves, the 5p5 electron-
hole (vacancy) in the valence shell oscillates between the
m = 0 state and the |m| = 1 states of the valence shell
of the Xe+ ion with the period TSO = h/∆ESO (3.2 fs),
where m is the magnetic quantum number[1]. The spatial
hole density in the valence shell is described by the orbitals
for m = 0 (“peanut shape”) and |m| = 1 (“donut shape”).
At integer and half-integer multiples of the spin-orbit pe-
riod, the hole alternately populates the m = 0 and |m| = 1
orbitals, respectively. Here, we employ elastic rescatter-
ing in a mid-infrared field (λ = 3100nm) with an optical
period of T = 10.5fs. Owing to the relatively long opti-
cal period, the returning electron wave packet spans several
femtoseconds, allowing us, in principle, to probe the evo-
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Figure 1: (a) Schematic of the continuum and bound elec-
tron dynamics induced by tunnel ionization. The oscilla-
tion of the laser electric field (solid black curve) is com-
pared to the hole population for the m = 0 (dotted red
curve) and |m| = 1 (dotted blue curve) vacancy states. The
times t1 = 2.5TSO and t2 = 3.0TSO mark times at which
the hole populates dominantly the |m| = 1 and m = 0
states, respectively. (b) Electron-hole potentials (V10 and
V11 for the m = 0 and |m| = 1 vacancy states of Xe+, and
the Dirac-Fock-Slater potential. The inset shows the full
scattering potential of the ion.

lution of the spin-orbit wave packet in xenon.
In conclusion, our study reveals that the numerical re-

sults allow for the theoretical distinction of electron signals
resulting from rescattering off the m = 0 and |m| = 1 hole
states, particularly noting a distinct change along the back-
ward scattering angles. In the future, in order to identify the
contributions of the hole states, a more accurate agreement
between theory and experiment needs to be obtained.

This work was supported by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) under
Project No. 440556973 and the Emmy Noether program,
project No. 437321733.
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We study the above-threshold ionization (ATI) of
noble gases in length and velocity gauge analytically.
For this purpose, we implement the partial-wave rep-
resentation under strong field approximation (SFA).
This representation enables us to calculate the differen-
tial ionization probability taking into account the elec-
tronic orbits easily of the target. Moreover, we derive
the gauge transformation and the direct amplitude in
both gauges rigorously and analyze the dependence of
gauges from equations and from the ATI spectra of the
targets. Our results show agreement on both gauges in
the hydrogenic-like 1s-state, and gauge dependence at
high kinetic energy regime of the electron if the atomic
structure of the target is considered.

Analytical theories are necessary for explaining phe-
nomena of strong laser-matter interactions. Compared to
ab initio methods and phenomenology studies, analytical
approach provides more probabilities to reveal the physics
hidden behind the initiate circumstances and phenomena.
One of an analytical theories, so-called the strong field ap-
proximation (SFA), has been developed and widely used
when the field strength of the laser field is reasonably com-
parable to the atomic binding potential. The perturbation
theory therefore cannot describe relatively accurate ioniza-
tion process while a systematic (perturbative) method has
been used to expand the process according to the behavior
of the ionized electron. The ATI process thus can be de-
scribed by the zeroth order where the electron is directly
ionized without rescattering with the atomic core. For a
review on the SFA development and its history, see [1].

Gauge invariance is a basic requirements of the elec-
tromagnetism and quantum theory. This means that the
Schrödinger equation of the process should be gauge in-
variant, and naturally, any physical quantity is gauge inde-
pendent. In ATI under the SFA, we consider the ”ground
states-Volkov states” transition where the Volkov state rep-
resents a quasi-free state with plane wave and Volkov phase
that depends on the electromagnetic field. The ground
states and the Volkov states are the eigenstates of the
pure atomic Hamiltonian and the laser-electron Hamilto-
nian (without the atomic potential), respectively. These
two incomplete sets of eigenstates does not satisfy the or-
thogonality ⟨p|0⟩ ̸= 0 which leads to non-physical results
including the gauge dependence of the direct amplitude
T0(p) = −i

∫∞
−∞ dτ⟨χp(τ)|Vle(r, t)|Ψi(τ)⟩.

In this work, we explicitly derive the direct amplitude in
velocity and length gauge applying partial-wave expansion
to the initial and final states following a recent work done
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Figure 1: Normalized ATI spectra of Argon. From the up-
per to lower plots, the hydrogenic-like 1s-state and 3p-state
are using respectively. Laser parameters: circular polarized
sin2-pulse with 2-cycles, 800nm wavelength, and constant
intensity 1×1014W/cm2. The CEP phase ϕCEP = 0. The
Keldysh parameter γ = 1.15.

by B.Böning in 2023 [2]. We analyze the gauge depen-
dence of the analytical expression of both gauges. We also
compare the direct ATI spectrum of Argon in both gauges
considering the initial state as the hydrogenic-like 1s-state
or as the hydrogenic-like 3p-state. In figure 1, the ATI
spectra of two gauges show agreement when considering
the 1s-state, while the spectra in the high kinetic energy
regime are sensitive to the choice of gauge when consider-
ing the 3p-state. Therefore, we propose a hypothesis as the
conclusion: when considering the gauge dependent SFA,
the length gauge can be used for solving targets with larger
radial scales, such as Xe or even molecules, while the ve-
locity gauge is more appropriate for studying the dynamics
of the ionized electrons.

The authors acknowledge funding from Helmholtzzen-
trum für Schwerionenforschung GmbH, Darmstadt, Ger-
many.
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Spontaneous parametric down-conversion (SPDC) is
a popular process to prepare bipartite entangled pho-
tonic systems. In SPDC, a coherent laser beam pumps
a second-order nonlinear crystal to generate correlated
photon pairs. In high-dimensional information pro-
cessing applications, the spatial part of the photons is
usually projected into Laguerre-Gaussian (LG) modes
by Spatial Light Modulators (SLMs) and detected by
Single-Mode Fibers (SMFs), which only collect photons
in the Fundamental Gaussian Mode (FGM). The detec-
tion modes possess typical Gaussian parameters like a
beam waist w and a focal plane at position z. We show
that the collection efficiency in SPDC highly depends on
the choice of both parameters.

A generated photon pair consists of signal and idler, that
fulfill the energy conservation ωp = ωs+ωi and the phase-
matching condition kp = ks+ki. Phase-matching and the
pump beam properties, including the beam waist size wp

and the focal plane position zp relative to the crystal, inher-
ently specify the properties of the photons and generation
efficiency. In the detection process, when signal and idler
are projected into LG modes, the beam parameters ws,i and
zs,i are determined by the back-projection of the SLM and
SMF in the set-up [1], see Figure 1.
In our study, we first decomposed the state for collinear
set-ups into the (frequency-dependent) LG basis

|Ψ⟩ =
∫

dωs dωi

∑
ps,ℓs

∑
pi,ℓi

Cℓs,ℓi
ps,pi

(ωs, ωi) |ps, ℓs⟩ ⊗ |pi, ℓi⟩ ,

where p is the radial and ℓ the orbital angular momentum
index. Within the paraxial regime, we express the longitu-
dinal momentum component kz ≈ k(ω)− |q|2

k(ω) in terms of
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Figure 1: Sketch of pump and signal beam in the crystal
with variable beam waist wp,s and focal plane position zp,s.
The idler beam focusing can be similarly imagined. Focal
planes are usually assumed at the crystal center z = 0.

the transverse momentum q. The expansion amplitude for
a pump in mode LGℓp

pp
reads

Cℓs,ℓi
ps,pi

∝
∫
dzdqsdqie

i
(
kz,p(ωs+ωi)−kz,s(ωs)−kz,i(ωi)

)
z×

LGℓ
p(q, wp, zp)

[
LGℓs

ps
(qs, ws, zs)

]∗[
LGℓi

pi
(qi, wi, zi)

]∗
.

The angular spectra of the beams are given by
LGℓ

p(q, w, z
′) = LGℓ

p(q, w, 0) e
±ikzz

′
. The coupling ef-

ficiency P ℓs,ℓi
ps,pi

(ωs, ωi) = |Cℓs,ℓi
ps,pi

(ωs, ωi)|2, whose maxi-
mum over all possible frequencies ωs,i is called the spec-
tral brightness, is to be investigated in terms of focal plane
positions.
In general, we found that the spectral brightness always
peaks if all three beams are positioned in the crystal center.
Conversely, when considering monochromatic (i.e experi-
mentally filtered) frequencies ωs,i, all focal planes in the
crystal center would not always attain the highest coupling
efficiency. Small shifts of the focal plane positions from
the center could strongly affect the coupling efficiency, see
Figure 2. In line with the advanced-wave picture [2], fo-
cal plane shifts of pump, signal, and idler must compensate
each other in opposite z-direction. However, in Ref. [3]
we show that equal positioning of signal and idler focal
planes is sufficient in most setups when ws = wi is ful-
filled. Furthermore, we investigate the spatial and temporal
characteristics of photon pairs for varying zs,i.
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Figure 2: The coupling efficiency of the FGM in depen-
dence of signal and idler focal plane shits and different
pump focal plane positions. The setup parameters are
wp = ws = 10 µm, wi = 20 µm and λs = 810 nm for
an crystal of length 1mm.
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We present a theoretical analysis of the photoexci-
tation of a macroscopic atomic target by a Hermite-
Gaussian (HG) beam within the framework of density
matrix theory. Special emphasis is paid to the influence
of the incoming HG mode on the population of an ex-
cited state and the emitted fluorescence radiation. In
particular, we derive a general expression for the align-
ment parameter of the excited state, which depends
on the beam parameters of the HG mode. Although
the developed theory can be applied to any atomic sys-
tem, here we investigate the electric dipole transition
3s 2S1/2 → 3p 2P3/2 in neutral sodium atoms, when
driven by three HG10, HG01 and HG11 modes. For
this optical (valence-shell) excitation, we demonstrate
that the population of the excited state is sensitive to the
beam waist and the mode index of the HG beam. Fur-
thermore, we discuss the influence of beam parameters
on the angular distribution and linear polarization of
the emitted fluorescence radiation.

Structured light beams have spatially varying transverse
intensity, phase, and polarization texture [1]. These unique
properties have led to various applications in fields, such
as high harmonic generation, optical tweezers, and quan-
tum cryptography. Two well-known structured light fields
are Hermite-Gaussian (HG) and Laguerre-Gaussian (LG)
beams. HG and LG modes are solutions of the parax-
ial Helmholtz equation in Cartesian and cylindrical coor-
dinates, respectively. In recent years, the interaction of
these light modes with atomic targets has gained increased
attention. However, the interaction of HG light beams
with macroscopic atomic targets has been explored less.
Hence in this work, we consider photoexcitation of neutral
Sodium atoms by three different HG modes.

To achieve our goal, we start by expressing the HG
modes as a linear combination of paraxial circularly polar-
ized LG beams with an equal and opposite projection of or-
bital angular momentum mℓ = ±1,±2 [2]. As a next step,
we describe the unpolarized atomic initial and final states
with the help of density matrix theory. Then, we arrive
at the expression for the statistical tensor[3] which in turn
represents the final state of the atom. This statistical tensor
is evaluated with the help of the transition matrix elements
and by averaging over all the randomly distributed atoms
in the beam cross-section. To study the sublevel population
of the excited state, angular distribution, and linear polar-
ization of the emitted fluorescence we define the alignment
parameter. Due to the symmetry and the chosen values of
mℓ, we obtain only the second rank tensor for the align-
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Figure 1: The linear polarization of the emitted fluores-
cence 3s 2S1/2 → 3p 2P3/2 is plotted against the emission
angle θ. Here, beam waist of HG mode is wo = 5 µm.

ment parameter with zero and ±2 projections, respectively.
Even though we can consider any atom as the target

interacting with the chosen HG mode, we here consider
neutral Na atoms that undergo electric dipole transition
(3s 2S1/2 → 3p 2P3/2). This atomic target is preferred
because of the single electron present in its valence shell.
For the chosen atomic system, our calculations reveal that
only excited state Mf = 1/2 is populated and this has a
weak dependence over the change in the beam waist of the
HG mode. Similarly, we observe that the observables such
as the angular distribution and the stokes parameters show
variations for small beam waist rather than larger waist.
Following this, we plot the Stokes parameter P1 for a fixed
beam waist against the emission angle θ as shown in Fig. 1.
This shows that the three HG modes interact differently and
this is reflected in the linear polarization of the emitted flu-
orescence where HG01 mode produces stronger polarized
radiation in comparison to HG11 and HG10 modes. We
believe these results could be used for diagnosing the HG
modes and will be of importance for future works related
to structured light atom interaction.
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We propose relativistic Luttinger fermions as a new
ingredient for the construction of quantum field theo-
ries. We construct the corresponding Clifford algebra
and the spin metric for relativistic invariance of the
action using the spin-base invariant formalism. The
corresponding minimal spinor has 32 complex com-
ponents, matching with the degrees of freedom of a
standard-model generation including a right-handed
neutrino. As an example for a perturbatively renor-
malizable theory, we explore quantum electrodynam-
ics (QED) with relativistic Luttinger fermions and com-
pute the beta function of the running gauge coupling.
The resulting modified QED theory exhibits a renor-
malization flow that is governed by the Pauli spin-field
coupling, thus exemplifying strong paramagnetic dom-
inance as is familiar from many gauge theories.

One of the remarkable features of quantum field theo-
ries is given by the interconnection of fields as representa-
tions of the Lorentz group, their powercounting dimension-
ality and the renormalizability of interacting field theories
in d = 3 + 1-dimensional spacetime. These interconnec-
tions are particularly obvious in the standard model con-
taining spin 0, 12 , 1 fields and accommodating all possible
renormalizable interactions allowed by the symmetries.

Based on the principle of spin-base invariance [1], we
have explored the possibility to construct relativistic ver-
sions of Luttinger fermions [2] (so far known as effective
degrees of freedom in spin-orbit-coupled solid-state mate-
rials). The corresponding relativistic wave equation can be
viewed as a generalization of the Dirac equation and yields
a second order PDE of the form [3]

(−Gµν∂
µ∂ν −m2)ψ = 0, (1)

where the Luttinger spin matrices Gµν satisfy the Clifford
algebra,

{Gµν , Gκλ} = − 2

d− 1
gµνgκλ+

d

d− 1
(gµκgνλ+gµλgνκ),

(2)
as a generalization of the Dirac algebra for Lorentz tensor-
valued spin matrices. In d = 3 + 1 spacetime dimensions,
the algebra together with a proper spin metric for the con-
struction of the conjuated spinor requires the Gµν to be at
least 32-dimensional matrices in spinor space. Hence, a
Luttinger fermion consists of a 32-component spinor.

Counting the degrees of freedom, such a 32-component
Luttinger spinor contains eight 4-component Dirac spinors.
Noteworthily, this covers the number of spinor degrees
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of freedom in one standard-model family: up and down
quarks with 3 colors each, an electron and a neutrino (in-
cluding a possible right-handed component). This raises
the question as to whether a UV completion of the standard
model in terms of a model with Luttinger-fermionic matter
can be constructed.

Luttinger fermions can straightforwardly be coupled to
gauge fields by minimal coupling. For instance, the ac-
tion for quantum electrodynamics (QED) with Luttinger
fermions reads [3]

S =

∫
x

[
−1

4
FµνF

µν − ψ̄GµνD
µDνψ −m2ψ̄ψ

]
, (3)

whereDµ = ∂µ− ieAµ. As an example of a quantum phe-
nomenon, we have studied the running coupling of QED
by computing its β function, yielding [3]

βe2 =
4 · 19
9π2

e4 =
4

9π2

(
22

∣∣∣
para

− 3
∣∣∣
dia

)
e4. (4)

In the last expression, we have decomposed the result into
a “diamagnetic” contribution from the Klein-Gordon op-
erator and a “paramagnetic” contribution arising from the
remaining terms including the spin-field coupling. Obvi-
ously, we observe paramagnetic dominance, i.e. the para-
magnetic contributions dominate the final result and are
also responsible for the sign of the β function, as is known
for many theories including nonabelian gauge theories and
even gravity [4].

The new kind of relativistic fermion degrees of freedom
pave the way to unprecedented explorations of new par-
ticle physics models in four spacetime dimensions. Ow-
ing to their powercounting properties, models with quartic
self-interactions of relativistic Luttinger fermions can be
asymptotically free in d = 3 + 1 dimensional spacetime
and thus have a chance to exist as fundamental quantum
field theories on all scales. The construction and investiga-
tion of such models is subject to ongoing work.

This work has been funded by the DFG under Grant
No. 406116891 within the Research Training Group RTG
2522/1 and under 392856280, 416607684, and 416611371
within the Research Unit FOR2783/2. .
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We investigated the angular deflection of an electron
beam colliding at 90 degrees with an intense laser pulse
as a novel signature of radiation reaction (RR). Accord-
ing to analytical theory based on the Landau-Lifshitz
equation in a 1 dimensional geometry the deflection an-
gle must vanish identically in the absence of RR. Here,
the analytically derived deflection is contrasted with the
full-scale 3D Monte Carlo PIC simulations. Our re-
sults show that the deflection should be observable with
present-day laser technology.

Using the classical Landau-Lifshitz (LL) theory [1] we
found an expression for the electron deflection angle after
the interaction with the laser [2, 3],

θ ≈ −2

3

a30ω0α

m
H1(ϕ) . (1)

We consider the 90-degree scattering of the electrons and
laser beam, where the electron beam initially propagates
along the x-axis and the laser beam propagates along the
z-axis. The laser is linearly polarized along the x-axis,
with pulse shape function f1(ϕ). The deflection angle is
proportional H1(ϕ) =

∫ ϕ

−∞ f
′

1(ψ)I(ψ)dψ is related to the
temporal asymmetry of the laser pulse, with the integrated
laser intensity I(ϕ) =

∫ ϕ

−∞ f
′

1(ψ)
2dψ. Moreover, ω0 is

the central laser frequyency and a0 is the normalized vec-
tor potential.

Eq. (1) illustrates that (i) the scattering angle scales as
a30 but is independent of the electron beam energy and (ii) a
temporal asymmetry of the laser vector potential is crucial
to achieve nonzero deflection angles. Criterion (i) gives
us some leeway to chose an interaciton regime where the
quantum nonlinearity parameter χ remains small [2]. We
choose a0 = 30 and electron energy 100 MeV. To fulfill
criterion (ii) we employ two-color pulses where a 2ω0 com-
ponent is superimposed on the fudamental light [2].

The theoretical analysis is based on an idealized 1D ge-
ometry. To asses the imact of non-ideal 3D effects, such
as ponderomotive scattering and the geometric overlap of
the beams, as well as the impact of quantum stochasticity,
we have performed full-scale 3D simulations. They were
performed with the PIC code SMILEI [4] with the radi-
ation reaction simulated via its Monte Carlo Strong-Field
QED module. Fig. 1 exhibits the results of the 3D simula-
tion campaign, where we permute over the electron beam
sizes and laser spot size w0. The laser intensity paramter
a0 = 30 and laser pulse duration were kept fixed. Our sim-
ulations show that 3D effects reduce the analytically pre-
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Figure 1: Survey of expected signals of radiation reaction
in 90 degree sidescattering over simulations with various
parameters. The brown hexagon and orange circle symbols
are for the analytical LL theory and 1D simulations, respec-
tively. The shaded areas represent two-dimensional param-
eter scans using 3D simulations across transverse electron
beam size σy,z and beam duration Lebeam. Each of the
shaded areas corresponds to a different laser power. All
simulations with RR considered show a deflection angle
and energy loss significantly different from the null-result
(black star and cyan shaded areas in upper right).

dicted deflection angles. Nonetheless, the values of the RR
signals remain clearly distinct from the null result.

In summary, our 3D QED-PIC Monte Carlo simulations
confirm that the electron deflection studied in this work
could serve as a novel signature of radiation reaction effects
with present-day (multi-)PW class lasers and high-quality
LWFA electron beams.

References

[1] L. D. Landau and E. M. Lifschits, Course of Theoretical
Physics, vol. 2, (1975).

[2] P. Sikorski et al., New J. Phys. 26, 063011 (2024).

[3] A. Di Piazza, Lett. Math. Phys. 83, 305 (2008).

[4] J. Derouillat et al., Comput. Phys. Commun. 222, 351 (2018).

75



Phase space structure of nonlinear Compton scattering

N. Larin∗1 and D. Seipt1
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Considering the nonlinear Compton scattering, we
demonstrate how the time-frequency analysis methods
can be used to study the phase space structure of the
final state particles. We employ the Husimi transform
to obtain pseudo-probability distribution, which quali-
tatively describes how the cycle scale interference leads
to the appearance of complicated harmonic structure in
the spectrum of emitted radiation.

Electromagnetic field of high intensity drastically alters
the behavior of processes that take place within it. Recent
progress in generation of short intense laser pulses makes
the observation of new phenomena feasible, motivating the
further development of advanced theoretical approaches.

Of particular interest is the nonlinear Compton scatter-
ing (NCS), which has been extensively studied throughout
the several previous decades [1]. Many analytical and nu-
merical methods were employed to understand all pecu-
liarities that stem from the nonlinear interaction between
a charged particle and an external field. Namely, the most
pronounced signature of nonlinearity is the intricate har-
monic structure in the spectrum of emitted radiation. These
harmonics originate from the cycle scale interference, but it
yet hasn’t been studied how they are formed and how dif-
ferent laser pulse configurations and intensities influence
the process of their formation.

To answer these questions, we consider a distribution
with respect to two canonically conjugate variables: the av-
erage laser phase φ and the momentum transferred by the
field ℓ. Due to the Heisenberg’s uncertainty principle the
exact simultaneous values of canonically conjugate vari-
ables are not defined, so we use methods of time-frequency
analysis to extract information about them with the given
precision and obtain the so-called scalogram [2] for NCS
(see, Fig.1).

One possible way to do it is to apply Husimi transform
to the square of NCS amplitude [3]:

RH(φ, ℓ) ∼
∫∫
R2

dφ′dℓ′|M (φ′, ℓ′) |2gσφ
gσℓ

, (1)

where gσφ
and gσℓ

are the normalized Gaussian functions
centered at φ and ℓ correspondingly, which dispersions are
linked via the condition (σℓσφ = 1/2). This constrain al-
lows us to tune the convolution by varying the single pa-
rameter σ0 ≡ σℓ = 1/ (2σφ).

Performing the Husimi transform, we smear the square
of transition amplitude in both canonically conjugate vari-
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Figure 1: Husimi distribution with σ0 = 1/
√
4π for the

angular-resolved power spectrum of NCS. The parameters
of circularly polarized pulse are: a0 = 20, Ncycles = 4.

ables (1), distorting true probability magnitude. Then, fol-
lowing the standard procedure [1], we constract the quan-
tity RH ≥ 0 that possesses all properties of the probabil-
ity rate. It contains information about the emitted photon
phase space, which allows us to qualitatively answer the
question: how different parts of the laser pulse contribute
to the emitted photon spectrum? However, RH has to be
treated not as a standard probability distribution, but rather
as a pseudo-probability distribution [4].

On the Fig. 1 we present the angular-resolved distribu-
tion for the large angles ρ⊥ ≈ γ (θx, θy) = (2, 40). From
this, we can see where in the pulse the particular harmonic
is emitted, and how significant is its contribution to the
spectrum, which can be obtained by integrating over the
average phase φ.

Our approach is applicable for arbitrary laser intensities
and pulse durations. Therefore, we are able to investigate
parameter regimes, which lay beyond any standard approx-
imation. Moreover, we can study different effects associ-
ated with various tailored pulse configurations.
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We have studied the influence of laser polarization on
the dynamics of the ionization-injected electron beams,
and subsequently, the properties of the emitted beta-
tron radiation in LWFAs. It has been found that the
polarization-dependent transverse momentum, gained
by the ionized electrons via above threshold ionization
(ATI) process, greatly affects the dynamics of the accel-
erated electron beam. It has been demonstrated that a
precise steering of the ionization-injected electrons by
the laser polarization also serves to control the proper-
ties of the emitted betatron radiation.

In LWFA, a relativistically intense laser pulse is focused
into an undercritical plasma medium, where it excites a
nonlinear wakefield with a strong longitudinal electrical
field of up to 100 GV/m. By trapping electrons in this
wakefield the longitudinal fields are used to accelerate elec-
trons to GeV energies on centimeter scales, which allows
for very compact accelerators compared to conventional
RF technology [1].

Current LWFA research focuses mostly on improving
the electron beam quality and operating LWFA’s at higher
repetition rates. Precise control of the electron beam prop-
erties is naturally difficult due to the transient nature of the
plasma in which the LWFA process takes place. This puts
demanding requirements on the laser and plasma targets to
achieve the desired beam parameters, especially for con-
trolling the beam’s phase-space properties. However, the
primary opportunity to control the beam properties can be
found in the electron injection processes [2].

Our present work primarily aims to demonstrate that
the dynamics of the electron beams, and betatron radia-
tion properties can be controlled by tuning the laser polar-
ization by utilizing ionization injection scheme. The phe-
nomenology of the strong field ionization process via ATI
mechanism can be understood as a two-step process. In the
first step, the electron tunnel ionizes instantaneously from a
deeply bound state to the continuum, where it is assumed to
have zero velocity initially. In the second step, in the con-
tinuum, the electron’s transverse canonical momentum is
conserved, p⊥ − eA = const. In ionization injection, elec-
trons ionized from the K-shell of a mid-Z injector gas slip
backward relative to the wake and get trapped inside the
wake potential. At this point, the residual ATI momentum
gained by the electrons (p⊥) during the ionization process
serves as the initial condition for the acceleration. These
initial conditions of the trapped electrons can be precisely
controlled by laser polarization in terms of ATI momentum.

In Fig. 1, we have shown the trajectories of a few elec-
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Figure 1: Trajectories of few trapped electrons for LP (left)
and CP cases (right). Here color represents the time.
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Figure 2: 2D colormaps of radiation for CP and LP case,
measured along the transverse directions (y and z) of the
acceleration.

trons during their acceleration for linear polarization (LP,
left) and circular polarization cases (CP, right). We see that
for the LP case (where a large fraction of electrons have
zero ATI momentum), different electron trajectories have
different ellipticities and orientation angles. But, in the CP
case, we see that electrons move in a three-dimensional he-
lical trajectory and electron transverse trajectories are more
circular, which is a manifestation of nonzero ATI momen-
tum during ionization [3].

Fig. 2 shows the 2D colormaps of the radiation spectra,
showing that the spatial distribution of the emitted radiation
in the above two cases is substantially different, and thus,
depends on the laser polarization [3].
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